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The Council on Library and Information Resources (CLIR)
and, later, the Digital Library Federation (DLF) have been
exploring the topic of preserving digital information for a

long time. Don Waters and John Garrett wrote their landmark report,
The Preservation of Digital Information, in 1996. In describing the prob-
lem, they wrote

Rapid changes in the means of recording information, in the
formats for storage, and in the technologies for use threaten to
render the life of information in the digital age as, to borrow a
phrase from Hobbes, “nasty, brutish, and short.”

Today, information technologies that are increasingly powerful
and easy to use, especially those that support the World Wide
Web, have unleashed the production and distribution of digital
information. . . . If we are effectively to preserve for future
generations the portion of this rapidly expanding corpus of
information in digital form that represents our cultural record,
we need to understand the costs of doing so and we need to
commit ourselves technically, legally, economically, and
organizationally to the full dimensions of the task. Failure to look
for trusted means and methods of digital preservation will
certainly exact a stiff, long-term cultural penalty.

In the summary of their report, Waters and Garrett concluded
that
• The first line of defense against loss of valuable digital informa-

tion rests with the creators, producers, and owners of that infor-
mation.

Introduction:
The Changing Preservation Landscape

Deanna Marcum
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• A critical component of the digital archiving infrastructure is the
existence of a sufficient number of trusted organizations capable
of storing, migrating, and providing access to digital collections.

• A process of certification for digital archives is needed to create
a climate of trust about the prospects of preserving digital
information.

• Certified digital archives must have the right and duty to exercise
an aggressive rescue function as a fail-safe mechanism for preserv-
ing valuable digital information that is in jeopardy of destruction,
neglect, or abandonment by its current custodian.

These conclusions were reached after an 18-month study by a
task force composed of librarians, archivists, technologists, govern-
ment officials, publishers, creators, lawyers, and museum directors.
The group issued nine recommendations in the areas of pilot
projects, needed support structures, and best practices.

Six years later, what is the state of preservation of digital infor-
mation? We have looked at many institutions and organizations to
understand what has been accomplished.

Our first observation is that a great variety of projects have been
undertaken, both in the United States and in other parts of the
world. I cannot begin to describe all that is being done, but will list
some significant work that has been done since 1996.
• In the United Kingdom, a Digital Preservation Coalition has been

established.
• The National Library of Australia has established PADI (Preserv-

ing Access to Digital Information), a subject gateway to digital
preservation resources.

• CLIR and the DLF have published several reports designed to in-
crease awareness of the problem and what research is being done
to address it.

• Organizations have worked hard to establish standards and best
practices. The Online Computer Library Center  (OCLC) and the
Research Libraries Group jointly have developed two working
documents to establish best practices: Attributes of a Digital Archive
for Research Repositories and Preservation Metadata for Long-Term Re-
tention.

• Practical experiments have been funded. The Andrew W. Mellon
Foundation has funded seven universities to work with publish-
ers to plan for digital repositories for e-journal content. Through
PubMed Central, the National Library of Medicine acts as a digital
archival repository for medical publications and other medical in-
formation.

• The Library of Congress is developing a national strategy for pre-
serving digital information. With an extra appropriation of $100
million from the U.S. Congress, the Library has formed a national
advisory board and is working with a number of governmental
and private agencies to develop this plan.
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• The commercial and entertainment sectors have made great ad-
vances in understanding digital preservation, because they must
manage their digital assets if they are to have products in the future.

Our aim in organizing this first DAI Institute for Information Sci-
ence was to look at some of the most interesting developments in the
preservation of digital information. We hoped that by bringing to-
gether so much talent, we could identify some of the barriers that
impede progress and figure out ways to overcome them. The sympo-
sium speakers provided a rich mix of lessons learned, perspectives
on recent developments, and analysis of the challenges ahead. These
are reflected in the following pages. We are grateful to each presenter
for helping advance the discussion and leaving us with much food
for thought.

We are also deeply grateful to Documentation Abstracts, Inc.
(DAI), which has provided support for CLIR to organize a new series
of symposia on timely information science topics. We are encouraged
by the success of this first program and look forward to subsequent
symposiums in the DAI Information Institute series.
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Overview of Technological Approaches
to Digital Preservation and Challenges
in Coming Years1

What Does It Mean to Preserve Digital Objects?

The preservation of digital objects involves a variety of chal-
lenges, including policy questions, institutional roles and
relationships, legal issues, intellectual property rights, and

metadata. But behind or perhaps beneath such issues, there are sub-
stantial challenges at the empirical level. What does it mean to pre-
serve digital objects? What purposes are served by preserving them?
What are the real possibilities for successful preservation? What are
the problems encountered in trying to exploit these possibilities? Can
we articulate a framework or an overall architecture for digital pres-
ervation that allows us to discriminate and select possibilities?

To address any of these challenges, we must first answer the sim-
ple question: What are digital objects? We could try to answer this
question by examining the types of digital objects that have been and
are being created. Many types of digital information can and do exist
in other forms. In fact, many types of digital information are rather
straightforward transcriptions of traditional documents, such as
books, reports, correspondence, and lists. Other types of digital in-
formation are variations of traditional forms. But many forms of dig-
ital information cannot be expressed in traditional hard-copy or ana-
log media; for example, interactive Web pages, geographic
information systems, and virtual reality models. One benefit of an
extensive review of the variety of types of digital information is that
it forces one to come to grips with this variety, which is growing both
in terms of the number of types of digital objects and in terms of
their complexity.

Kenneth Thibodeau

1 An earlier version of this paper appeared as “Digital Preservation Techniques:
Evaluating the Options” in Archivi & Computer: Automatione e Beni Culturali 10
(2/01): 101–109.
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In fact, the diversity of digital information exists not only among
types but also within types. Consider one application class, docu-
ments. There is no single definition or model of a digital document
that would be valid in all cases. Information technologists model
digital documents in very different ways: a digital document can be
a sequence of expressions in natural language characters or a se-
quence of scanned page images, a directed graph whose nodes are
pages, what appears in a Web page, and so on. How documents are
managed, and therefore how they are preserved, depend on the
model that is applied.

The variety and complexity of digital information objects engen-
der a basic criterion for evaluating possible digital preservation
methods, namely, they must address this variety and complexity.
Does that necessarily mean that we must preserve the variety and
complexity? It is tempting to respond that the variety and complexi-
ty must indeed be preserved because if we change the characteristics
of digital objects we are obviously not preserving them. However,
that response is simplistic. For example, in support of the argument
that emulation is the best method for digital preservation—because it
allows us to keep digital objects in their original digital formats—the
example of the periodic table of the elements has been offered. The
information conveyed by the periodic table depends on the spatial
layout of the data contained in it. The layout can be corrupted or
obliterated by using the wrong software, or even by changing the
font. However, to argue that any software or digital format is neces-
sary to preserve the periodic table is patently absurd. The periodic
table was created a century before computers, and it has survived
very well in analog form. Thus we cannot say without qualification
that the variety and complexity of digital objects must always be pre-
served. In cases such as that of the periodic table, it is the essential
character of the information object, not the way it happens to be en-
coded digitally, that must be preserved. For objects such as the peri-
odic table, one essential characteristic is the arrangement of the con-
tent in a 2-by-2 grid. As long as we preserve that structure, we can
use a variety of digital fonts and type sizes, or no fonts at all—as in
the case of ASCII or a page-image format.

We can generalize this insight and assert that the preservation of
a digital information object does not necessarily entail maintaining
all of its digital attributes. In fact, it is common to change digital at-
tributes substantially to ensure that the essential attributes of an in-
formation object are preserved when the object is transmitted to dif-
ferent platforms. For example, to ensure that written documents
retain their original appearance, authors translate them from the
word processing format in which they were created to Adobe’s PDF
format. Fundamentally, the transmission of information objects
across technological boundaries—such as platforms, operating sys-
tems, and applications—is the same, whether the boundaries exist in
space or time.

Are there basic or generic properties that are true of all digital
objects? From a survey of types such as those just described, one



6 The State of Digital Preservation: An International Perspective

could derive an intensive definition of digital objects: a digital object
is an information object, of any type of information or any format,
that is expressed in digital form. That definition may appear too ge-
neric to be of any use in addressing the challenge of digital preserva-
tion. But if we examine what it means for information to be ex-
pressed in digital form, we quickly come to recognize a basic
characteristic of digital objects that has important consequences for
their preservation. All digital objects are entities with multiple inher-
itance; that is, the properties of any digital object are inherited from
three classes. Every digital object is a physical object, a logical object,
and a conceptual object, and its properties at each of those levels can
be significantly different. A physical object is simply an inscription of
signs on some physical medium. A logical object is an object that is
recognized and processed by software. The conceptual object is the
object as it is recognized and understood by a person, or in some cas-
es recognized and processed by a computer application capable of
executing business transactions.

Physical Objects: Signs Inscribed on a Medium

As a physical object, a digital object is simply an inscription of signs
on a medium. Conventions define the interface between a system of
signs, that is, a way of representing data, and the physical medium
suitable for storing binary inscriptions. Those conventions vary with
the physical medium: there are obvious physical differences between
recording on magnetic disks and on optical disks. The conventions
for recording digital data also vary within media types; for example,
data can be recorded on magnetic tape with different densities, dif-
ferent block sizes, and a different orientation with respect to the
length and width of the tape.

Basically, the physical level deals with physical files that are
identified and managed by some storage system. The physical in-
scription is independent of the meaning of the inscribed bits. At the
level of physical storage, the computer system does not know what
the bits mean, that is, whether they comprise a natural language doc-
ument, a photograph, or anything else. Physical inscription does not
entail morphology, syntax, or semantics.

Concern for physical preservation often focuses on the fact that
digital media are not durable over long periods of time (Task Force
1996). This problem can be addressed through copying digital infor-
mation to new media, but that “solution” entails another type of
problem: media refreshment or migration adds to the cost of digital
preservation. However, this additional cost element may in fact re-
duce total costs. Thanks to the continuing operation of Moore’s law,
digital storage densities increase while costs decrease. So, repeated
copying of digital data to new media over time reduces per-unit
costs. Historically, storage densities have doubled and costs de-
creased by half on a scale of approximately two years. At this rate,
media migration can yield a net reduction, not an increase, in opera-
tional costs: twice the volume of data can be stored for half the cost
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(Moore et al. 2000). In this context, the durability of the medium is
only one variable in the cost equation: the medium needs to be reli-
able only for the length of time that it is economically advantageous
to keep the data on it. For example, if the medium is reliable for only
three years, but storage costs can be reduced by 50 percent at the end
of two years, then the medium is sufficiently durable in a preserva-
tion strategy that takes advantage of the decreasing costs by replac-
ing media after two years.

The physical preservation strategy must also include a reliable
method for maintaining data integrity in storage and in any change
to storage, including any updating of the storage system, moving
data from inactive storage to a server or from a server to a client sys-
tem, or delivering information to a customer over the Internet, as
well as in any media migration or media refreshment.

Obviously, we have to preserve digital objects as physical in-
scriptions, but that is insufficient.

Logical Objects: Processable Units

A digital information object is a logical object according to the logic
of some application software. The rules that govern the logical object
are independent of how the data are written on a physical medium.
Whereas, at the storage level, the bits are insignificant (i.e., their in-
terpretation is not defined), at the logical level the grammar is inde-
pendent of physical inscription. Once data are read into memory, the
type of medium and the way the data were inscribed on the medium
are of no consequence. The rules that apply at the logical level de-
termine how information is encoded in bits and how different en-
codings are translated to other formats; notably, how the input
stream is transformed into the system’s memory and output for
presentation.

A logical object is a unit recognized by some application soft-
ware. This recognition is typically based on data type. A set of rules
for digitally representing information defines a data type. A data
type can be primitive, such as ASCII or integer numbers, or it can be
composite—that is, a data type composed of other data types that
themselves might be composite. The so-called “native formats” pro-
duced by desktop application software are composite data types that
include ASCII and special codes related to the type of information
objects the software produces; for example, font, indentation, and
style codes for word processing files. A string of data that all con-
form to the same data type is a logical object. However, the converse
is not necessarily true: logical objects may be composite, i.e., they
may contain other logical objects.

The logical string must be stored in a physical object. It may be
congruent with a physical object—for example, a word processing
document may be stored as a single physical file that contains noth-
ing but that document—but this is not necessarily the case. Compos-
ite logical objects are an obvious exception, but there are other excep-
tions as well. A large word processing document can be divided into
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subdocuments, with each subdocument, and another object that de-
fines how the subdocuments should be combined, stored as separate
physical files. For storage efficiency, many logical objects may be
combined in a large physical file, such as a UNIX TAR file. Further-
more, the mapping of logical to physical objects can be changed with
no significance at the logical level. Logical objects that had been
stored as units within a composite logical object can be extracted and
stored separately as distinct physical files, with only a link to those
files remaining in the composite object. The way they are stored is
irrelevant at the logical level, as long as the contained objects are in
the appropriate places when the information is output. This requires
that every logical object have its own persistent identifier, and that
the location or locations where each object is stored be specified.
More important, to preserve digital information as logical objects, we
have to know the requirements for correct processing of each object’s
data type and what software can perform correct processing.

Conceptual Objects:
What We Deal with in the Real World

The conceptual object is the object we deal with in the real world: it
is an entity we would recognize as a meaningful unit of information,
such as a book, a contract, a map, or a photograph. In the digital
realm, a conceptual object may also be one recognized by a business
application, that is, a computer application that executes business
transactions. For example, when you withdraw money from an ATM
machine, you conceive of the transaction as an event that puts mon-
ey in your hands and simultaneously reduces the balance of your
bank account by an equal amount. For this transaction to occur, the
bank’s system that tracks your account also needs to recognize the
withdrawal, because there is no human involved at that end. We
could say that in such cases the business application is the surrogate
or agent for the persons involved in the business transaction.

The properties of conceptual objects are those that are significant
in the real world. A cash withdrawal has an account, an account
owner, an amount, a date, and a bank. A report has an author, a title,
an intended audience, and a defined subject and scope. A contract
has provisions, contracting parties, and an effective date. The content
and structure of a conceptual object must be contained somehow in
the logical object or objects that represent that object in digital form.
However, the same conceptual content can be represented in very
different digital encodings, and the conceptual structure may differ
substantially from the structure of the logical object. The content of a
document, for example, may be encoded digitally as a page image or
in a character-oriented word processing document. The conceptual
structure of a report—e.g., title, author, date, introduction—may be
reflected only in digital codes indicating differences in presentation
features such as type size or underscoring, or they could be matched
by markup tags that correspond to each of these elements. The term
“unstructured data” is often used to characterize digital objects that
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do not contain defined structural codes or marks or that have struc-
tural indicators that do not correspond to the structure of the concep-
tual object.

Consider this paper. What you see is the conceptual object. Then
consider the two images below. Each displays the hexadecimal val-
ues of the bytes that encode the beginning of the document.2 Neither
looks like the conceptual object (the “real” document). Neither is the
exact equivalent of the conceptual document. Both contain the title of

2 Each image displays the hexadecimal values of (1) in the leftmost column, the
position of first byte in that row relative to the start of the file, and (2) the
numeric values of 16 bytes starting with the numbered one. It also shows the
printable ASCII characters, or a ‘.’ for unprintable bytes in the rightmost column.

Fig. 1. Hexadecimal
Dump of MS Word

Fig. 2. Hexadecimal
Dump of PDF
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the article, but otherwise they differ substantially. Thus, they are two
different logical representations of the same conceptual object.

Is there any sense in which we could say that one of these digi-
tal formats is the true or correct logical representation of the docu-
ment? An objective test would be whether the digital format pre-
serves the document exactly as created. The most basic criterion is
whether the document that is produced when the digital file is pro-
cessed by the right software is identical to the original. In fact, each
of these encodings, when processed by software that recognizes its
data type, will display or print the document in the format in
which it was created. So if the requirement is to maintain the con-
tent, structure, and visual appearance of the original document, ei-
ther digital format is suitable. The two images are of Microsoft
Word and Adobe PDF versions of the document. Other variants,
such as WordPerfect, HTML, and even a scanned image of the
printed document, would also satisfy the test of outputting the cor-
rect content in the original format.

This example reveals two important aspects of digital objects,
each of which has significant implications for their preservation.
The first is that there can be different digital encodings of the same
conceptual object and that different encodings can preserve the es-
sential characteristics of the conceptual object. The second relates to
the basic concept of digital preservation.

With respect to the first of these implications, the possibility of
encoding the same conceptual object in a variety of digital formats
that are equally suitable for preserving the conceptual object can be
extended to more complex types of objects and even to cases where
the conceptual object is not presented to a human but is found only
at the interface of two business applications. Consider the example
of the cash withdrawal from an ATM. The essential record of that
transaction consists of information identifying the account from
which the cash is withdrawn, the amount withdrawn, and the date
and time of the transaction. For the transaction to be carried out,
there must be an interface between the system that manages the
ATM and the system that manages the account. The information
about the transaction presented at the interface, in the format speci-
fied for that interface, is the conceptual object that corresponds to the
withdrawal slip that would have been used to record the transaction
between the account holder and a human teller. The two systems
must share that interface object and, in any subsequent actions relat-
ed to that withdrawal, must present the same information; however,
there is no need for the two systems to use identical databases to
store the information.

Before considering the implications for the nature of digital pres-
ervation, we should examine more fully the relationships among
physical, logical, and conceptual objects.
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Relationships: Where Things Get Interesting

The complex nature of a digital object having distinct physical, logi-
cal, and conceptual properties gives rise to some interesting consid-
erations for digital preservation, especially in the relationships
among the properties of any object at these three levels. The relation-
ship between any two levels can be simple. It can be one-to-one; for
example, a textual document saved as a Windows word processing
file is a single object at all three levels. But a long textual report could
be broken down into a master and three subdocuments in word pro-
cessing format, leaving one conceptual object stored as four logical
objects: a one-to-many relationship. If the word processing files re-
lied on external font libraries, additional digital objects would be
needed to reproduce the document. Initially, the master and subdoc-
uments would probably be stored in as many physical files, but they
might also be combined into a zip file or a Java ARchive (JAR) file. In
this case, the relationship between conceptual and logical objects is
one-to-many, and the relationship between logical and physical
could be either one-to-one or many-to-one. To access the report, it
would be necessary to recombine the master and subdocuments, but
this amalgamation might occur only during processing and not affect
the retention of the logical or physical objects.

Relationships may even be many-to-many. This often occurs in
databases where the data supporting an application are commonly
stored in multiple tables. Any form, report, or stored view defined in
the application is a logical object that defines the content, structure,
and perhaps the appearance of a class of conceptual objects, such as
an order form or a monthly report. Each instance of such a conceptu-
al object consists of a specific subset of data drawn from different ta-
bles, rows, and columns in the database, with the tables and columns
specified by the form or report and the rows determined in the first
instance by the case, entity, event, or other scope specified at the con-
ceptual level, e.g., order number, “x”; or monthly report for custom-
er, “y”; or product, “z.” In any instance, such as a given order, there
is a one-to-many relationship between the conceptual and the logical
levels, but the same set of logical objects (order form specification,
tables) is used in every instance of an order, so the relationship be-
tween conceptual and logical objects are in fact many-to-many. In
cases such as databases and geographic information systems, such
relationships are based on the database model, but many-to-many
relationships can also be established on an ad hoc basis, such as
through hyperlinks to a set of Web pages or attachments to e-mail
messages. Many-to-many relationships can also exist between logical
and physical levels; for example, many e-mail messages may be
stored in a single file, but attachments to messages might be stored
in other files.

To preserve a digital object, the relationships between levels
must be known or knowable. To retrieve a report stored as a master
and several subdocuments, we must know that it is stored in this
fashion and we must know the identities of all the logical compo-
nents. To retrieve a specific order from a sales application, we do not
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need to know where all or any of the data for that order are stored in
the database; we only need to know how to locate the relevant data,
given the logical structure of the database.

We can generalize from these observations to state that, in order
to preserve a digital object, we must be able to identify and retrieve
all its digital components. The digital components of an object are
the logical and physical objects that are necessary to reconstitute the
conceptual object. These components are not necessarily limited to
the objects that contain the contents of a document. Digital compo-
nents may contain data necessary for the structure or presentation of
the conceptual object. For example, font libraries for character-based
documents and style sheets for HTML pages are necessary to pre-
serve the appearance of the document. Report and form specifica-
tions in a database application are necessary to structure the content
of documents.

In addition to identifying and retrieving the digital components,
it is necessary to process them correctly. To access any digital docu-
ment, stored bit sequences must be interpreted as logical objects and
presented as conceptual objects. So digital preservation is not a sim-
ple process of preserving physical objects but one of preserving the
ability to reproduce the objects. The process of digital preservation,
then, is inseparable from accessing the object. You cannot prove that
you have preserved the object until you have re-created it in some
form that is appropriate for human use or for computer system ap-
plications.

To preserve a digital object, is it necessary to preserve its physi-
cal and logical components and their interrelationship, without any
alteration? The answer, perhaps surprisingly, is no. It is possible to
change the way a conceptual object is encoded in one or more logical
objects and stored in one or more physical objects without having
any negative impact on its preservation. For example, a textual re-
port may contain a digital photograph. The photograph may have
been captured initially as a JPEG file and included in the report only
by means of a link inserted in the word processing file, pointing to
the image file. However, the JPEG file could be embedded in the
word processing file without altering the report as such. We have
seen another example of this in the different formats that can be used
to store and reproduce this article. In fact, it may be beneficial or
even necessary to change logical or physical characteristics to pre-
serve an object. Authors often transform documents that they create
as word processing documents into PDF format to increase the likeli-
hood that the documents will retain their original appearance and to
prevent users from altering their contents. An even simpler case is
that of media migration. Digital media become obsolete. Physical
files must be migrated to new media; if not, they will become inac-
cessible and will eventually suffer from the physical deterioration of
the older media. Migration changes the way the data are physically
inscribed, and it may improve preservation because, for example,
error detection and correction methods for physical inscription on
digital media have improved over time.
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Normally, we would say that changing something directly con-
flicts with preserving it. The possibility of preserving a digital object
while changing its logical encoding or physical inscription appears
paradoxical and is compounded by the fact that it may be beneficial
or even necessary to make such changes. How can we determine
what changes are permissible and what changes are most beneficial
or necessary for preservation? Technology creates the possibilities for
change, but it cannot determine what changes are permissible, bene-
ficial, necessary, or harmful. To make such determinations, we have
to consider the purpose of preservation.

The Ultimate Outcome:
Authentic Preserved Documents

What is the goal of digital preservation? For archives, libraries, data
centers, or any other organizations that need to preserve information
objects over time, the ultimate outcome of the preservation process
should be authentic preserved objects; that is, the outputs of a pres-
ervation process ought to be identical, in all essential respects, to
what went into that process. The emphasis has to be on the identity,
but the qualifier of “all essential respects” is important.

The ideal preservation system would be a neutral communica-
tions channel for transmitting information to the future. This channel
should not corrupt or change the messages transmitted in any way.
You could conceive of a digital preservation system as a black box
into which you can put bit streams and from which you can with-
draw them at any time in the future. If the system is trustworthy, any
document or other digital object preserved in and retrieved from the
system will be authentic. In abstract terms, we would like to be able to
assert that, if Xt0 was an object put into the box at time, t0, and Xtn is
the same object retrieved from the box at a later time, tn, then Xtn =Xt0.

However, the analysis of the previous sections shows that this
cannot be the case for digital objects. The process of preserving digi-
tal objects is fundamentally different from that of preserving physi-
cal objects such as traditional books or documents on paper. To ac-
cess any digital object, we have to retrieve the stored data,
reconstituting, if necessary, the logical components by extracting or
combining the bit strings from physical files, reestablishing any rela-
tionships among logical components, interpreting any syntactic or
presentation marks or codes, and outputting the object in a form ap-
propriate for use by a person or a business application. Thus, it is im-
possible to preserve a digital document as a physical object. One can
only preserve the ability to reproduce the document. Whatever exists
in digital storage is not in the form that makes sense to a person or to
a business application. The preservation of an information object in
digital form is complete only when the object is successfully output.
The real object is not so much retrieved as it is reproduced by pro-
cessing the physical and logical components using software that rec-
ognizes and properly handles the files and data types (InterPARES
Preservation Task Force 2001). So, the black box for digital preserva-



14 The State of Digital Preservation: An International Perspective

tion is not just a storage container: it includes a process for ingesting
objects into storage and a process for retrieving them from storage
and delivering them to customers. These processes, for digital ob-
jects, inevitably involve transformations; therefore, the equation,
then Xtn =Xt0 cannot be true for digital objects.

In fact, it can be argued that practically, this equation is never
absolutely true, even in the preservation of physical objects. Paper
degrades, ink fades; even the Rosetta Stone is broken. Moreover, in
most cases we are not able to assert with complete assurance that no
substitution or alteration of the object has occurred over time. As
Clifford Lynch has cogently argued, authentication of preserved ob-
jects is ultimately a matter of trust. There are ways to reduce the risk
entailed by trusting someone, but ultimately, you need to trust some
person, some organization, or some system or method that exercises
control over the transmission of information over space, time, or
technological boundaries. Even in the case of highly durable physical
objects such as clay tablets, you have to trust that nobody substituted
forgeries over time (Lynch 2000). So the equation for preservation
needs to be reformulated as Xtn = Xt0 + ∆(X), where ∆(X) is the net
effect of changes in X over time.

But can an object change and still remain authentic? Common
sense suggests that something either is or is not authentic, but au-
thenticity is not absolute. Jeff Rothenberg has argued that authentici-
ty depends on use (Rothenberg 2000). More precisely, the criteria for
authenticity depend on the intended use of the object. You can only
say something is authentic with respect to some standard or criterion
or model for what X is.

Consider the simple example shown in figure 3. It shows a letter,
preserved in the National Archives, concerning the disposition of Th-
omas Jefferson’s papers as President of the United States (Jefferson
1801). Is this an authentic copy of Thomas Jefferson’s writing? To an-
swer that question, we would compare it to other known cases of Th-
omas Jefferson’s handwriting. The criteria for authentication would
relate to the visual appearance of the text. But what if, by “Jefferson’s
writing,” we do not mean his handwriting but his thoughts? In that
case, the handwriting becomes irrelevant: Jefferson’s secretary may
have written the document, or it could even be a printed version.
Conversely, a document known to be in Jefferson’s handwriting, but
containing text he copied from a book, does not reveal his thoughts.
Authenticating Jefferson’s writing in this sense relates to the content
and style, not to the appearance of the text. So authenticating some-
thing as Jefferson’s writing depends on how we define that concept.

There are contexts in which the intended use of preserved infor-
mation objects is well-known. For example, many corporations pre-
serve records for very long times for the purpose of protecting their
property rights. In such cases, the model or standard that governs
the preservation process is that of a record that will withstand at-
tacks on its reliability and authenticity in litigation. Institutions such
as libraries and public archives, however, usually cannot prescribe or
predict the uses that will be made of their holdings. Such institutions
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generally maintain their collections for access by anyone, for whatev-
er reason. Where the intentions of users are not known in advance,
one must take an “aboriginal” approach to authenticity; that is, one
must assume that any valid intended use must be somehow conso-
nant with the original nature and use of the object. Nonetheless, giv-
en that a digital information object is not something that is preserved
as an inscription on a physical medium, but something that can only
be constructed—or reconstructed—by using software to process
stored inscriptions, it is necessary to have an explicit model or stan-
dard that is independent of the stored object and that provides a cri-
terion, or at least a benchmark, for assessing the authenticity of the
reconstructed object.

Ways to Go: Selecting Methods

What are the possibilities for preserving authentic digital informa-
tion objects? Among these possibilities, how can we select the best
option or options? Four criteria apply in all cases: any method cho-
sen for preservation must be feasible, sustainable, practicable, and
appropriate. Feasibility requires hardware and software capable of
implementing the method. Sustainability means either that the meth-
od can be applied indefinitely into the future or that there are credi-
ble grounds for asserting that another path will offer a logical sequel
to the method, should it cease being sustainable. The sustainability
of any given method has internal and external components: internal-
ly, the method must be immune or isolated from the effects of tech-
nological obsolescence; externally, it must be capable of interfacing

Fig. 3. Jefferson note
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with other methods, such as for discovery and delivery, which will
continue to change. Practicality requires that implementation be with-
in reasonable limits of difficulty and expense. Appropriateness de-
pends on the types of objects to be preserved and on the specific ob-
jectives of preservation. With respect to the types of objects to be
preserved, we can define a spectrum of possibilities running from
preserving technology itself to preserving objects that were produced
using information technology (IT). Methods can be aligned across
this spectrum because the appropriateness of any preservation meth-
od depends on the specific objectives for preservation in any given
case. As discussed earlier, the purposes served by preservation can
vary widely. Considering where different methods fall across this
spectrum will provide a basis for evaluating their appropriateness
for any given purpose.

To show the rationale of the spectrum, consider examples at each
end. On the “preserve technology” end, one would place preserving
artifacts of technology, such as computer games. Games are meant to
be played. To play a computer game entails keeping the program
that is needed to play the game operational or substituting an equiv-
alent program, for example, through reverse engineering, if the origi-
nal becomes obsolete. On the “preserve objects” end, one would
place preserving digital photographs. What is most important is that
a photograph present the same image 50 or 100 years from now as it
does today. It does not really matter what happens to the bits in the
background if the same image can be retrieved reliably. Conversely,
if a digital photograph is stored in a physical file and that file is
maintained perfectly intact, but it becomes impossible to output the
original image in the future—for example, because a compression
algorithm used to create the file was either lossy or lost—we would
not say the photograph was preserved satisfactorily.

But these illustrations are not completely valid. Many computer
games have no parallels in the analog world. Clearly they must be
preserved as artifacts of IT. But there are many games now played on
computers that existed long before computers were invented. The
card game, solitaire, is one example. Obviously, it could be preserved
without any computer. In fact, the most assured method for preserv-
ing solitaire probably would be simply to preserve the rules of the
game, including the rules that define a deck of cards. So the most ap-
propriate method for preserving a game depends on whether we
consider it to be essentially an instance of a particular technology—
where “game” is inseparable from “computer”—or a form of play
according to specified rules; that is, a member of a class of objects
whose essential characteristics are independent of the technology
used to produce or implement them. We have to preserve a comput-
er game in digital form only if there is some essential aspect of the
digital form than cannot be materialized in any other form or if we
wish to be able to display, and perhaps play, a specific version of the
computer game.

The same analysis can be applied to digital photographs. With
traditional photographs, one would say that altering the image that
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had been captured on film was contrary to preserving it. But there
are several types of digital photographs where the possibilities of
displaying different images of the same picture are valuable. For ex-
ample, a traditional chest X-ray produced three pieces of film, and,
therefore, three fixed images. But a computerized axial tomography
(CAT) scan of the chest can produce scores of different images, mak-
ing it a more flexible and incisive tool for diagnosis. How should
CAT scans be preserved? It depends on our conception or model of
what a CAT scan is. If we wanted to preserve the richest source of
data about the state of a particular person’s body at a given time, we
would have to preserve the CAT scan as an instance of a specific type
of technology. But if we needed to preserve a record of the specific
image that was the basis for a diagnosis or treatment decision, we
would have to preserve it as a specific image whose visual appear-
ance remains invariant over time. If the first case, we must preserve
CAT scanning technology, or at least that portion of it necessary to
produce different images from the stored bit file. It is at least worth
considering, in the latter case, that the best preservation method, tak-
ing feasibility and sustainability into account, would be to output the
image on archival quality photographic film.

Here, in the practical context of selecting preservation methods,
we see the operational importance of the principle articulated in dis-
cussing the authenticity of preserved objects: we can determine what
is needed for preservation only on the basis of a specific concept or
definition of the essential characteristics of the object to be preserved.
The intended use of the preserved objects is enabled by the articula-
tion of the essential characteristics of those objects, and that articula-
tion enables us not only to evaluate the appropriateness of specific
preservation methods but also to determine how they should be ap-
plied in any case. Applying the criterion of appropriateness, we can
align various preservation methods across the spectrum of “preserve
technology”—“preserve objects.”

More than a Spectrum: A Two-Way Grid

For any institution that intends or needs to preserve digital informa-
tion objects, selection of preservation methods involves another di-
mension: the range of applicability of the methods with respect to
the quantity and variety of objects to be preserved. Preservation
methods vary greatly in terms of their applicability. Some methods
apply only to specific hardware or software platforms, others only to
individual data types. Still others are very general, applicable to an
open-ended variety and quantity of digital objects. The range of ap-
plicability is another basis for evaluating preservation methods. Or-
ganizations that need to preserve only a limited variety of objects can
select methods that are optimal for those objects. In contrast, organi-
zations responsible for preserving a wide variety must select meth-
ods with broad applicability. Combining the two discriminants of
appropriateness for preservation objectives and range of applicabili-
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ty defines a two-dimensional grid in which we can place different
preservation methods and enrich our ability to evaluate them.

Figure 4 shows this grid, with a number of different methods po-
sitioned in it. Two general remarks about the methods displayed in
this grid are in order. On the one hand, the methods included in it do
not include all those that have been proposed or tried for digital
preservation. In particular, methods that focus on metadata are not
included. Rather, the emphasis is on showing a variety of ways of
overcoming technological obsolescence. Even here, the cases includ-
ed are not exhaustive; they are only illustrative of the range of possi-
bilities. On the other hand, some methods are included that have not
been explicitly or prominently mentioned as preservation methods.
There is a triple purpose for this. The first purpose is to show the ro-
bustness of the grid as a framework for characterizing and evaluat-
ing preservation methods. The second is to emphasize that those of
us who are concerned with digital preservation need to be open to
the possibilities that IT is constantly creating. The third purpose is to
reflect the fact that, in the digital environment, preservation is not
limited to transmitting digital information over time. The same fac-
tors are in play in transmitting digital information across boundaries
in space, technology, and institutions. Therefore, methods developed
to enable reliable and authentic transmission across one of these
types of boundaries can be applicable across others (Thibodeau 1997).

Sorting IT Out

Discussions of digital preservation over the last several years have
focused on two techniques: emulation and migration. Emulation
strives to maintain the ability to execute the software needed to pro-Fig. 4. Digital

Preservation Methods
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cess data stored in its “original” encodings, whereas migration
changes the encodings over time so that we can access the preserved
objects using state-of-the-art software in the future. Taking a broader
perspective, IT and computer science are offering an increasing vari-
ety of methods that might be useful for long-term preservation.
These possibilities do not fit nicely into the simple bifurcation of em-
ulation versus migration. We can position candidate methods across
the preservation spectrum according to the following principles:
• On the “preserve technology” end of the spectrum, methods that

attempt to keep data in specific logical or physical formats and to
use technology originally associated with those formats to access
the data and reproduce the objects.

• In the middle of the spectrum, methods that migrate data formats
as technology changes, enabling use of state-of-the-art technology
for discovery, access, and reproduction.

• On the “preserve objects” end of the spectrum, methods that focus
on preserving essential characteristics of objects that are defined
explicitly and independently of specific hardware or software.

There are various ways one can go about all these options. For
example, if we focus on the “preserve technology” end, we start with
maintaining original technology, an approach that will work for
some limited time. Even for preservation purposes, it can be argued
that this approach is often the only one that can be used.

Preserving Technology:
The Numbers Add Up, and Then Some

The starting point for all digital preservation is the technology and
data formats used to create and store the objects. Digital information
objects can be preserved using this “original” technology for 5 to 10
years, but eventually the hardware, software, and formats become
obsolete. Trying to preserve specific hardware and software becomes
increasingly difficult and expensive over time, with both factors
compounded by the variety of artifacts that need to be preserved.
Over the long term, keeping original technology is not practicable
and may not be feasible.

Enter the Emulator

Various approaches can be used to simplify the problem while still
keeping data in their original encodings. The best-known approach
is emulation. Emulation uses a special type of software, called an
emulator, to translate instructions from original software to execute
on new platforms. The old software is said to run “in emulation” on
newer platforms. This method attempts to simplify digital preserva-
tion by eliminating the need to keep old hardware working. Emula-
tors could work at different levels. They could be designed to trans-
late application software to run on new operating systems, or they
could translate old operating system commands to run on new oper-
ating systems. The latter approach is simpler in that the former
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would require a different emulator for every application, and poten-
tially for every version of an application, while the latter should en-
able all applications that run on a given version of an operating sys-
tem to execute using the same emulator.

 While proponents of emulation argue that it is better than mi-
gration because at every data migration there is a risk of change, em-
ulation entails a form of migration. Emulators themselves become
obsolete; therefore, it becomes necessary either to replace the old em-
ulator with a new one or to create a new emulator that allows the old
emulator to work on new platforms. In fact, if you get into an emula-
tion strategy, you have bought into a migration strategy. Either strat-
egy adds complexity over time.

Emulation is founded on the principle that all computers are
Turing machines and that any command that can run on one Turing
machine can run on any other Turing machine. There is, however,
evidence that this principle breaks down at an empirical level. For
example, basic differences such as different numbers of registers or
different interrupt schemes make emulation unreliable, if not impos-
sible (IEEE 2001).

Reincarnation for Old Machines

Another technique that keeps old software running takes the oppo-
site approach from emulation: it relies on a special type of hardware,
rather than software emulators. It does this by re-creating an old
computer on a configurable chip. An entire computer system could
be reincarnated by being programmed on a new, configurable chip.
The configurable chip constitutes a single point of failure, but that can
readily be offset. If the chip begins to fail or becomes obsolete, the old
system could simply be programmed on a newer chip. Intuitively, con-
figurable chips seem like a simpler approach than emulation.

Compound Disinterest

While emulation and configurable chips take opposite directions,
they present some common problems. First, current technology is
not perfect. There are anomalies and bugs. Any preservation strategy
that relies on specific software is carrying all the problems associated
with those products into the future. Not all these problems get fixed.
For example, it is not always possible to figure out what causes a
problem such as a general protection fault, because there are too
many variables involved. Furthermore, fixes can increase the com-
plexity of preservation strategies that rely on keeping old software
running, because they increase the number of versions of software
that are released. Logically, if the authenticity of digital information
depends on preserving original data formats and using them with
the original software, each format should be processed with the ver-
sion of the software used to produce it.

Software defects aside, the combinatorics entailed by strategies
that involve preserving ever-increasing varieties of data formats, ap-
plication software, and operating systems are frightening. With new
versions being released every 18–24 months, over 25-years or longer,
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one would need to support thousands of combinations of applica-
tions, utilities, operating systems, and formats.

The viability of these strategies gets much more complex when
the focus shifts from a single system to combinations of systems,
which is the norm today. Emulation and programmable chips might
be viable strategies if all we had to cope with were the products of
desktop PCs, but not in today’s world, where the objects to be pre-
served often involve a diverse palette of technologies, such as vari-
ous client-server applications where the servers use different operat-
ing systems, distributed applications running on heterogeneous
platforms, and virtual machines such as Java. Providing technical
support for operations of such a daunting variety of makes, models,
and versions may be neither feasible nor affordable, because you
would have to get all these applications running in emulation at the
same time.

Complexity also increases in the case of collections of documents
accumulated over time. Most government records, for example, are
accumulated over many years, often many decades. Following the
most fundamental principles of archival science—respect for prove-
nance and for original order—we cannot segregate records according
to their digital formats. We must preserve and provide access to ag-
gregates of records established by their creators. Under a strategy of
preserving technology, doing research in such series would entail
using all the different software products used to produce the records.

Even if it were technically and financially possible to keep the
technologies operative, staffing a help desk to support end users is
inconceivable, especially since most users in the future will never
have encountered—not to mention learned how to use—most of the
products they will need to access the preserved information objects.
Even if it were possible to provide adequate support to a user perus-
ing, for example, a single case file accumulated over 20 years, it is
not obvious that this would be deemed an acceptable level of sup-
port, because it would cut users off from the possibility of using
more advanced technologies for discovery, delivery, and analysis.

Scenarios pegged on preserving specific technology, maintaining
the links between specific software and specific data formats, run
counter to the major direction of information technology. E-com-
merce and e-government require that the information objects created
and used in these activities be transportable among the parties in-
volved, independent of the hardware and the software each party
uses at any time. Neither e-commerce nor e-government would be
possible if the necessary information had to be accessed in original
formats using obsolete technologies. Preserve technology strategies
will depend on niche technologies and cannot expect widespread
support in the IT market.

In this approach, one also encounters some interesting issues of
intellectual property rights—not only the usual issues of copyright
but also the ownership that the software companies assert over their
formats even when they do not own the content.
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A View Toward Further Simplification

Various software-engineering methods provide simpler ways of
keeping obsolete formats accessible by concentrating on specific
requirements.

One such method focuses on documents, a class of objects in
which the functionality that has to be preserved is simply the ability
to present them visually on a screen or printed page. For such ob-
jects, the only specific software needed for preservation is software
that reliably renders the content with its original look and feel. This
approach is being used in the Victorian Electronic Records System
(VERS) developed for the Public Record Office of the State of Victo-
ria, Australia. The system stipulates converting documents created in
desktop computing environments to Adobe’s PDF format. Instead of
attempting to run versions of Acrobat reader for PDF indefinitely in
the future, the VERS project conducted an experiment to demon-
strate that it is possible to construct a viewer from the published
specifications of the PDF format. The VERS approach embodies a
combination of format migration, in that the various formats in
which records are originally created must be translated to PDF with
software reengineering. Similar approaches could be applied to other
data types whose essential functionality is presentation in page image.

Finding Virtue in Abstraction

Another application of software engineering involves developing
virtual machines that can execute essential functions on a variety of
platforms. The Java language is an example of a virtual machine, al-
though it was not developed for purposes of preservation. The virtu-
al machine approach avoids the need for emulator software by pro-
viding required functionality in a virtual machine that, in principle,
can be implemented on a great variety of computing platforms indef-
initely into the future. Raymond Lorie of the IBM-Almaden Research
Center has launched an effort to develop a Universal Virtual Com-
puter (UVC) that would provide essential functionality for an unlim-
ited variety of data types. Following this strategy, objects would be
preserved in their original formats, along with the rules for encoding
and decoding data in those formats. The rules are written in a ma-
chine language that is completely and unambiguously specified. The
language is so simple that it can be interpreted to run on any com-
puter in the future. When the UVC program executes, the preserved
data are interpreted according to a logical schema for the appropriate
data type and output, and each data element bears a semantic tag
defined in the logical schema. This approach avoids much of the
complexity of emulation and configurable chips, but there are some
trade-offs. The UVC only provides a limited set of basic functions. It
also sacrifices performance: software that can run on any platform is
not optimized for any one of them (Lorie 2000).
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Accepting Change: Migration Strategies

In the middle of the spectrum fall data migration approaches that
abandon the effort to keep old technology working or to create sub-
stitutes that emulate or imitate it. Instead, these approaches rely on
changing the digital encoding of the objects to be preserved to make
it possible to access those objects using state-of-the-art technology
after the original hardware and software become obsolete. There are
a variety of migration strategies.

Simple Version Migration

The most direct path for format migration, and one used very com-
monly, is simple version migration within the same family of prod-
ucts or data types. Successive versions of given formats, such as
Corel WordPerfect’s WPD or Microsoft Excel’s XLS, define linear mi-
gration paths for files stored in those formats. Software vendors usu-
ally supply conversion routines that enable newer versions of their
product to read older versions of the data format and save them in
the current version.

Version migration sets up a chain that must be extended over
time, because every format will eventually become obsolete. One
problem with this approach is that using more recent versions of
software, even with the original formats, may present the preserved
documents with characteristics they did not, and perhaps could not,
have had. For example, any document created with a word processor
in the early 1990s, before “WYSIWYG” display was available, would
have appeared on screen with a black background and green letters.
If one were to open such a document with a word processor today, it
would look much like a printed page.

Software vendors control this process of version migration.
Their conversion utilities are designed to migrate data types and do
not provide for explicit or specific control according to attributes
defined at the conceptual level. Each successive migration will ac-
cumulate any alterations introduced previously. Another potential
problem is that over time, product lines, and the migration path,
may be terminated.

Format Standardization

An alternative to the uncertainties of version migration is format
standardization, whereby a variety of data types are transformed to a
single, standard type. For example, a textual document, such as a
WordPerfect document, could be reduced to plain ASCII. Obviously,
there would be some loss if font, type size, and formatting were sig-
nificant. But this conversion is eminently practicable, and it would be
appropriate in cases where the essential characteristics to be pre-
served are the textual content and the grammatical structure. Where
typeface and font attribute are important, richer formats, such as
PDF or RTF, could be adopted as standards. The low common de-
nominator provides a high guarantee that the format will be success-
ful, at least for preserving appearance. For types of objects where vi-
sual presentation is essential, bit-mapped page images and hard
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copy might be acceptable: 100 years from now, IT systems will be
able to read microfilm. In fact, according to companies such as
Kodak and Fuji, it can be done today.

For socioeconomic and other data sets created to enable a variety
of analyses, the data structure can often be preserved in a canonical
form, such as arrays or relational tables, independently of specific
software. Such formats are either simple enough or so unambiguous-
ly defined that it is reasonable to assume that information systems in
the future will be able to implement the structures and process the
data appropriately.

In principle, the standard format should be a superclass of the
original data types—one that embodies all essential attributes and
methods of the original formats. This is not necessarily the case, so
there may be significant changes in standardization, just as with ver-
sion migration. Moreover, standards themselves evolve and become
obsolete. So, except for the simplest formats, there is a likely need for
repeated migrations from one standard format to another, with con-
sequent accumulation of changes.

Typed Object Model Conversion

Another approach to migrating data formats into the future is Typed
Object Model (TOM) Conversion. The TOM approach starts out with
the recognition that all digital data things are objects, that is, they
have specified attributes, specified methods or operations, and spe-
cific semantics. All digital objects belong to one or another type of
digital object, where “type” is defined by given values of attributes,
methods, or semantics for that class of objects. A Microsoft Word 6
document, for example, is a type of digital object defined by its logi-
cal encoding. An e-mail is a type of digital object defined, at the con-
ceptual and logical levels, by essential data elements, e.g., “To,”
“From,” “Subject,” or “Date.”

Any digital object is a byte sequence and has a format, i.e., a
specified encoding of that object for its type. Byte sequences can be
converted from one format to another, as shown in the earlier exam-
ple of this document encoded in Microsoft Word and PDF formats.
But within that range of possible conversion, the essential properties
of a type or class of objects define “respectful conversions,” that is,
conversions whose result cannot be distinguished when viewed for
an interface of that type. The content and appearance of the docu-
ment in this example remains identical whether it is stored as a Word
or PDF file; therefore, conversion between those two formats is re-
spectful for classes of objects whose essential properties are content
and appearance (Wing and Ockerbloom 2000). There is a TOM con-
version available online that is capable of doing respectful conver-
sions of user submitted files in some 200 formats.

Rosetta Stones Translation

Another migration approach under development is called Rosetta
Stones. Arcot Rajasekar of the San Diego Supercomputer Center is
developing this approach. Like TOM, this approach starts with data



25Overview of Technological Approaches to Digital Preservation

types, but rather than articulating the essential properties of each
type, it constructs a representative sample of objects of that type. It
adds a parallel sample of the same objects in another, fully specified
type, and retains both. For example, if one wanted to preserve textu-
al documents that had been created in WordPerfect 6, one would cre-
ate a sample of files in version 6 of the WPD format that embodies all
the significant features of this format. Then one would duplicate
each of the documents in this sample in another format that might be
human-readable computer output microfilm (COM) or paper, be-
cause we know that we will always be able to read in those human-
readable versions. This second sample constitutes a reference set, like
the Greek in the original Rosetta Stone. The triad of samples in the
original data type, the reference set, and the target type constitutes a
digital Rosetta Stone from which rules for translating from the origi-
nal to the target encoding can be derived.

Given the reference sample—e.g., the printed version of docu-
ments—and the rules for encoding in a target format that is current
at any time in the future, we can create a third version of the sample
in the target format. By comparing the target sample with the origi-
nal sample, we can deduce the rules for translating from the original
to the target format and apply these rules to convert preserved docu-
ments from the original to the target format. This approach avoids
the need for repeated migrations over time. Even though the target
formats can be expected to become obsolete, migration to subsequent
formats will be from the original format, not from the earlier migra-
tion. Important to the success of this approach is the ability to con-
struct a parallel sample in a well-characterized and highly durable
type. It is not evident that it will be possible to do this for all data
types, especially more complex types that do not have analog equiv-
alents, but research on this approach is relatively recent.

Object Interchange Format

Another approach enables migration through an object interchange
format defined at the conceptual level. This type of approach is being
widely adopted for e-commerce and e-government where partici-
pants in a process or activity have their own internal systems, which
cannot readily interact with systems in other organizations. Rather
than trying to make the systems directly interoperable, developers
are focusing on the information objects that need to be exchanged to
do business or otherwise interact. These objects are formally speci-
fied according to essential characteristics at the conceptual level, and
those specifications are articulated in logical models. The logical
models or schema define interchange formats. To collaborate or in-
teract, the systems on each side of a transaction need to be able to
export information in the interchange format and to import objects in
this format from other systems. While it was designed for internal
markup of documents, the XML family of standards has emerged as
a major vehicle for exchange of digital information between and
among different platforms.
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A significant example of this approach concerns financial re-
ports. There are several types of financial reports that essentially all
corporations produce and share with their business partners and
with government agencies around the world. The extensible business
reporting language (XBRL) is an initiative to enable exchange of
these reports, regardless of the characteristics of systems used either
to produce or receive the reports. The initiative comprises major pro-
fessional organizations of accountants from the United States, Cana-
da, the United Kingdom, Australia, and several non-English-speak-
ing countries, major accounting firms, major corporations, IT
companies, and government agencies. XBRL defines a single XML
schema that covers all standard financial reports. The schema defines
an interchange format. Any system that can export and import data
in that format can exchange financial reports and data with any other
system with XBRL I/O capability, regardless of the hardware or soft-
ware used in either case. At the logical level, the XBRL schema is im-
pressively simple. That simplicity is enabled by an extensive ontolo-
gy of accounting terms at the conceptual level. This approach is
obviously driven by short-term business needs, but a method that
allows reliable exchange of important financial data across heteroge-
neous computing platforms around the world can probably facilitate
transmission of information over generations of technology. Given
that XML schemas and tags are constructed using plain ASCII and
can be interpreted by humans, it is likely that future computer sys-
tems will be able process them correctly. Thus, the object interchange
method can become a preservation method simply by retaining the
objects in the interchange format and, on an as-needed basis, build-
ing interpreters to enable target systems in the future to import ob-
jects in such formats.

To some extent, object interchange formats have the same pur-
pose as do samples in well-known data types in the Rosetta Stones
method: they serve as a bridge between heterogeneous systems and
data types. While the Rosetta Stones method is more generic, object
interchange specifications have a significant advantage in that the
essential properties of the objects are defined by experts who have
substantial knowledge of their creation and use. Thus, unlike all the
other approaches considered so far, object interchange formats em-
bed domain knowledge in the transmission of information objects
across space, time, and technologies. The object interchange model
lies close to the “preserve objects” end of the preservation spectrum. It
could be said to lie midway between specific and general in its appli-
cability because it provides a single method that potentially could be
applied to a great variety of objects and data types, but addresses only
the persistence of content and form across technological boundaries.

Preserving Objects: Persistent Archives

A promising approach, persistent archives, has been articulated over
the last four years, primarily at the San Diego Supercomputer Center
in research sponsored by the Defense Advanced Research Projects
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Agency, the National Science Foundation, and the National Archives
and Records Administration. It has many elements in common with
other approaches described in this paper, but it is also markedly dif-
ferent than these other strategies. Like the UVC, it relies on a high
level of abstraction to achieve very broad applicability. Like TOM
and Rosetta Stones, it addresses the specific characteristics of logical
data types. Like object interchange formats and the UVC, it tags ob-
jects to ensure the persistence of syntactic, semantic, and presenta-
tion elements. Like migration, it transforms the logical encoding of
objects, but unlike migration, the transformations are controlled not
by target encodings into which objects will be transformed but by
the explicitly defined characteristics of the objects themselves. It im-
plements a highly standardized approach, but unlike migration to
standard format, it does not standardize on logical data types, but at
a higher level of abstraction: on the method used to express important
properties, such as context, structure, semantics, and presentation.

The most important difference between persistent archives and
the other approaches described is that the former strategy is compre-
hensive. It is based on an information management architecture that
not only addresses the problem of obsolescence but also provides the
functionality required for long-term preservation, as stipulated in the
OAIS standard. Furthermore, it provides a coherent means of ad-
dressing the physical, logical, and conceptual properties of the ob-
jects being preserved through the data, information, and knowledge
levels of the architecture. Persistence is achieved through two basic
routes: one involving the objects themselves, the other the architec-
ture. Objects are preserved in persistent object format, which is rela-
tively immune to the continuing evolution of IT. The architecture en-
ables any component of hardware or software to be replaced with
minimum impact on the archival system as a whole. The architecture
is notional. It does not prescribe a specific implementation.

The cornerstone of the persistent archives approach is the articu-
lation of the essential characteristics of the objects to be preserved—
collections as well as individual objects—in a manner that is inde-
pendent of any specific hardware or software. This articulation is
expressed at the data level by tags that identify every byte sequence
that must be controlled to ensure preservation. In effect, tags delimit
atomic preservation units in physical storage. The granularity of
these data units can vary greatly, depending on requirements articu-
lated at the information and knowledge levels. Every tag is linked to
one or more higher-level constructs, such as data models, data ele-
ment definitions, document type definitions, and style sheets defined
at the information level, and ontologies, taxonomies, thesauri, topic
maps, rules, and textbooks at the knowledge level. In research tests
on a wide variety of data types, conceptual objects, and collections, it
has been shown that simple, persistent ASCII tags can be defined to
identify, characterize, and control all data units. The research has
shown that XML is currently the best method for tagging and articu-
lating requirements at the information level and, to some extent, at
the knowledge level; however, it would be wrong to conclude that
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persistent archives are based or dependent on XML. Rather, persis-
tent archives currently use XML, but there is nothing in the architec-
ture that would preclude using other implementation methods
should they prove superior.

The architecture is structured to execute the three basic processes
required in the Open Archival Information System (OAIS) standard:
ingest, for bringing objects into the system; management, for retaining
them over time; and access, for disseminating them to consumers. In
ingest, objects in obsolescent formats are transformed into persistent
format, through parsing and tagging of data units as described earli-
er, or, if they are already in persistent format, by verifying that fact at
the data, information, and knowledge levels. Over time, data units
are maintained in storage, and the metadata and domain knowledge
that are necessary to retrieve, use, and understand the data are main-
tained in models, dictionaries, and knowledge bases. When access to
a preserved object is desired, the data are retrieved from storage and
the object is materialized in a target technology current at the time.
This materialization requires translating from the persistent form to
the native form of the target technology. If the three basic processes
are conceived as columns and the three levels (data, information,
knowledge) as rows, the persistent archives architecture can be de-
picted in a 3-by-3 grid (Moore et al. 2000).

The persistent archives architecture is independent of the tech-
nology infrastructure in which it is implemented at any time. It
achieves this independence through loose coupling of its basic build-
ing blocks, using software mediators to link each pair of adjacent
blocks. Interactions are between adjacent blocks vertically and hori-
zontally, but not diagonally. Over time, as the components used to
implement any block are updated, there is no need to change any of
the other blocks, only the mediators.

Conclusion: The Open End

There is an inherent paradox in digital preservation. On the one
hand, it aims to deliver the past to the future in an unaltered, au-
thentic state. On the other hand, doing so inevitably requires some
alteration. All the methods described in this paper entail altering or
replacing hardware, software, or data, and sometimes more than
one of these. This paradox is compounded by the fact that in the
future, as today, people will want to use the best available technol-
ogy—or at least technologies they know how to use—for discovery,
retrieval, processing, and delivery of preserved information. There
is a danger that to the degree that preservation solutions keep
things unaltered they will create barriers to satisfying this basic
user requirement. Adding to this the recognition that the problem
of digital preservation is not static, that it will continue to evolve as
information technology and its application in the production of
valuable information change, reinforces the paradox to the point
that any solution to the challenge of digital preservation must be
inherently evolutionary. If the preservation solution cannot grow
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and adapt to continuing changes in the nature of the problem and
continuing escalation of user demands, the “solution” itself will in
short order become part of the problem; that is, it will itself become
obsolete.

This paradox can be resolved only through the elaboration of a
basic conceptual framework for digital preservation—a framework
that allows us to identify and analyze all that is involved in the
process of digital preservation and to understand how different fac-
ets of that process affect each other. Fortunately, such a framework
has been articulated over the last few years and has become an in-
ternational standard. It is the OAIS reference model. While the
OAIS model was developed for the space science community, its
articulation was, from the beginning, both international and multi-
disciplinary. As a result, the model has broad applicability. The
OAIS model provides a frame of reference in which we can balance
the need for preserving digital objects unaltered and the need to
keep pace with changing IT, both to encompass new classes of digi-
tal objects and to capitalize on technological advances to improve
preservation services (ISO 2002).

 However, the OAIS model is too generalized to suffice for im-
plementation. It needs to be refined and extended to be useful in
specific domains. One example of such refinement has been articu-
lated for the domain of records. The International research on Per-
manent Authentic Records in Electronic Records (InterPARES)
project is a multinational, multidiscipline research collaboration
whose name reflects its basic objective. To fine-tune the OAIS
framework for the specific goal of preserving authentic records, the
InterPARES Project developed a formal Integrated DEFinition
(IDEF) process model for what is required to preserve authentic
digital records. This “Preserve Electronic Records” model retains
the functions of an OAIS but adds specific archival requirements
and archival knowledge. Archival requirements act as specific con-
trols on the preservation process, and archival knowledge was the
basis for further refinement of the preservation process. In turn, the
process of developing the archival model led to advances in archi-
val knowledge; specifically, to clarification of the characteristics of
electronic records at the physical, logical, and conceptual levels,
and to improvements in our understanding of what it means to
preserve electronic records. The InterPARES Preserve Electronic
Records model includes specific paths for accommodating new
classes of electronic records over time and for taking advantage of
improvements in IT (Preservation Task Force in press).

The InterPARES model illustrates how, starting from the OAIS
reference model, one can construct an open-ended approach to dig-
ital preservation and effectively address the paradoxical challenge
of digital preservation. This case can serve as an example for other
domains. There is undeniably a pressing need for technological
methods to address the challenge of digital preservation. There is a
more basic need for an appropriate method of evaluating alterna-
tive methods, such as the two-way grid described in this paper. Fi-
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nally, there is an overriding need to select and implement preserva-
tion methods in an open-ended system capable of evolving in re-
sponse to changing needs and demands.
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R esearch in digital archiving and long-term preservation is an
increasingly popular topic for discussion. Although there
have been many calls for research on long-term preservation

of digital objects over the past decade, the present environment is
especially conducive to defining a research agenda and developing
effective research programs.

This paper focuses on three aspects of digital preservation re-
search. It begins with a discussion of needs and opportunities that
distinguish current efforts from previous attempts to organize re-
search programs on digital preservation. It then describes some po-
tential frameworks for research. The paper concludes with some rec-
ommendations for research programs that are methodologically and
conceptually sound as well as useful to a broad community.

Current Needs and Opportunities

Two aspects of the current environment—need and opportunity—
provide reason for optimism about the prospects for digital preserva-
tion research. Whereas those engaged in previous attempts to articu-
late digital preservation research issues were forced to spend a great
deal of effort simply defining the problem, we now have a firm foun-
dation on which to build research programs. During the past decade
or so, libraries, archives, scientific data centers, government agencies,
corporations, and private individuals have built significant collec-
tions of digital content. Many wonderful collections have been built
through retrospective conversion, and a growing amount of born-
digital content has been captured, in some way, by widely dispersed
organizations. The need for preservation research is no longer a hy-
pothetical question based on the premise that if we create valuable
digital content, then someone will have to be concerned with its lon-
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gevity. The need for preservation is real, and the absence of a preser-
vation strategy is increasingly acknowledged as an obstacle to the
full realization of a digital future. Numerous research projects, some
of which are still under way, provide a foundation for identifying
which approaches seem promising, for honing research methodolo-
gies, and for demonstrating the benefits of sound research. The col-
laboration between the National Archives and Records Administra-
tion (NARA) and the San Diego Supercomputer Center, and the
Mellon Foundation-funded research projects on e-journal archives
are two examples of at least a dozen such projects.

Significant opportunities exist for designing research programs
that will advance basic knowledge and will also provide practical
tools and solutions for libraries and archives, organizations with sig-
nificant digital assets, and even for private citizens who are con-
cerned about their own personal digital archives. Three such oppor-
tunities deserve mention. First, as part of the Library of Congress
(LC)-led initiative to develop a National Digital Information Infra-
structure and Preservation Program, the National Science Founda-
tion (NSF) and LC have been working together to develop a research
agenda for long-term digital archiving and preservation. A work-
shop held on April 12 and 13, 2002, focused on the research challeng-
es in digital archiving and on building a national infrastructure for
long-term preservation of digital information. Attending this work-
shop were 50 participants from industry, academia, and the govern-
ment. The session engendered a sophisticated cross-fertilization of
ideas among researchers in archives, information science, digital li-
braries, and computer science. The report from the workshop, which
will be published this summer, will present a research agenda that
funding agencies will use to mobilize resources for sponsored re-
search universities.1

A related, and potentially more significant, development is the
recent release of the draft report of the NSF Blue Ribbon Advisory
Panel on Cyberinfrastructure (NSF 2002). This panel, chaired by
Daniel E. Atkins, investigated the types of investments that NSF and
other organizations need to make to create an infrastructure for ad-
vanced research in science and engineering. A cornerstone of the
panel’s vision for a cyberinfrastructure is a network of knowledge-
management institutions for collection building and curation of data,
information, literature, and digital objects. The draft report recom-
mends support for 50 to 100 data repositories that are grounded in
the domain sciences where NSF funds research. The annual cost of
this effort is estimated at $140 million.

A third area of opportunity is international collaboration. The
presence of several participants from overseas at this symposium
and the presentations by Titia van der Werf and Colin Webb indicate

1 Additional information about this workshop is available at:
www.si.umich.edu/digarch/. Support for this workshop was provided by
National Science Foundation award #021469. Any opinions, findings, and
conclusions or recommendations expressed in this material are those of the
author and do not necessarily reflect the views of the National Science
Foundation.
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the global aspects of this issue. Researchers and institutions in the
United States that are building digital repositories benefit tremen-
dously from work under way in Australia, Germany, the Nether-
lands, the Nordic countries, the United Kingdom, and elsewhere.
Several participants in this symposium are members of the joint
Working Group on Digital Preservation Research, funded by the NSF
and DELOS, a European Union (EU) initiative to promote excellence
in digital libraries in the EU. This is one of several opportunities to
coordinate research internationally.

Frameworks for Research and Practical Applications

Despite these opportunities, a tension remains between immediate
needs for solutions and the potential lag in transferring research re-
sults into practical applications. The initial conclusions of the NSF
workshop indicate a consensus on some conceptual models for digi-
tal archiving. This consensus underlies the models presented by Ken-
neth Thibodeau of NARA, which separate physical storage from log-
ical interpretation and distinguish data management from
knowledge management. The concept of organizing the digital pres-
ervation challenge into a series of components, or layers, in a model
architecture provides a basis for distributing responsibility among
various types of institutions. Moreover, elements of the basic archi-
tecture can change over time without requiring that an archival sys-
tem be redesigned. There is a strong consensus that this framework
is an important step forward, even though there is also agreement
that there is no single answer to all digital preservation problems. We
need a spectrum of solutions in terms of scale, format types, and in-
stitutional responsibilities.

There is a clear sense that effective practices exist for certain
types of static digital objects. In those cases where there is a strong
basis of knowledge that organizations can use to move forward with
implementation, we need to teach practitioners about these methods
and practices. As a community, we may need to agree that while
these practices are not perfect, they are effective enough to serve as a
basis for moving forward with implementation. Such implementa-
tions could readily occur in the area of reformatting and conversion
of traditional materials for certain formats. We have excellent guide-
lines and best practices for print documents and images that are ori-
ented to building collections with qualities that make them more eas-
ily preserved over the long run. Anne Kenney and Oya Reiger
address these practices in Moving Theory Into Practice (2000). The Li-
brary of Congress provides sound guidance through the technical
requirements developed by its American Memory Program.2 Stan-
dards and guidelines endorsed by the Digital Library Federation,
such as the Framework for Building Good Digital Collections devel-
oped by the Institute of Museums and Library Services, also repre-

2 Technical guidance is available at: http://memory.loc.gov/ammem/
ftpfiles.html.
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sent community-based best practices.3 Any organization that is
building digital collections should follow these guidelines, and fund-
ing agencies should require that all sponsored projects conform to
them. In the area of static born-digital documents, some models are
emerging for converting materials from proprietary formats into ex-
tensible markup language (XML). On the other hand, complex and
dynamic objects present a significant challenge that requires consider-
able research. We also have much to do before reaching a consensus on
best practices for video, film, recorded sound, and multimedia.

Preservation research can draw on related research in computer
science and information science. Digital preservation shares many re-
quirements with well-designed information systems, such as security,
authentication, robust models for representation, and sophisticated
information retrieval mechanisms. By adapting related research to
meet some digital preservation challenges, we will be able to focus on
the unique problems of long-term preservation. Participants in the
April workshop on digital preservation challenges discussed some of
the problems that are unique to long-term preservation.

One unique aspect of preservation is its concern with the long
term, where “long term” does not necessarily mean generations or
centuries. It may simply mean long enough to be concerned about
the obsolescence of technology. In this area, preservation require-
ments may exceed what information technology vendors typically
provide. When long-term preservation spans several decades, gener-
ations, or centuries, the threat of interrupted management of digital
objects becomes critical. Digital objects cannot be left in an obsolete
format and then turned over to a repository after a long period of
neglect. This challenge is as much a social and institutional problem
as it is a technical one, because for long-term preservation, we rely
on institutions that go through changes in direction, purpose, man-
agement, and funding.

Considerable research is needed to develop funding and busi-
ness models for repositories that assume preservation responsibili-
ties. Repositories may be expected to preserve digital resources even
though their utility may not become apparent until well into the fu-
ture and even though the future users are not yet born. Over the long
term, new communities of users will emerge with needs and expec-
tations that differ from those of the communities that created the dig-
ital content. The challenge of developing economic models for the
value and costs of archiving over the long term deserves an entire
meeting or conference.

Another factor that distinguishes digital preservation research
from many other types of research is the difficulty of knowing
whether or not we have solved the problems. We may know when
we have failed, but we may not be alive to know whether we have
succeeded. This problem requires some challenging thinking about
success measures and evaluation criteria.

3 These guidelines are available at http://www.diglib.org/standards.htm.
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Methodologies for Research and Knowledge Transfer

How we carry out research may be as important as the topics we
choose to investigate. There are some frameworks that can move the
field of digital preservation research forward. One recommendation
is to disaggregate digital preservation research issues into manage-
able problems. The principles for this disaggregation are not yet es-
tablished, but one place to start is by distinguishing between preser-
vation of converted materials and born-digital content, between
static and dynamic objects, among different formats, and between
different producer and user communities. So far, very small invest-
ments have been made in research on a very large problem. If we can
develop frameworks that allow people to apply their specialized
knowledge and skills to specific problems, we can move forward.

One informative concept comes from Pasteur’s Quadrant by
Donald Stokes (1997). Pasteur’s Quadrant breaks down the tired di-
chotomy between basic and applied research. Using a four-cell ma-
trix, Stokes provides a dynamic model that allows for considerations
of use to inform a basic quest for understanding. He uses the exam-
ple of Niels Bohr, who was seeking basic understanding; Thomas Ed-
ison, who was trying to build something useful; and Louis Pasteur,
who is in the quadrant where use, demand, and interest intersect
with a quest for finding basic answers.

To the extent that we can design research projects that fit into
that quadrant of “use-inspired basic research,” we will benefit both
from what the academic research community has to offer and from
the interesting questions that practitioners present.

Potential research methodologies cover a spectrum—from theory
building to exploratory research, simulations, and experiments. One
difference between digital preservation research and research on pre-
serving physical objects is that we can make copies of bits or objects
and experiment with them. We can run digital objects through a
number of processes and get observable and measurable results.
Such experiments would allow researchers to compare the results of
different preservation strategies in terms of effectiveness, cost, and
user acceptance. For example, a series of experiments comparing em-

Fig. 1. Quadrant Model of
Scientific Research

Source: Stokes 1997, 74.
Reprinted with permission by
the Brookings Institution Press.
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ulation and migration would allow researchers to conclude that for a
particular type of digital object, an emulation approach preserves
these specific properties, has these complications, and would cost this
amount of money, whereas a migration approach to the same material
over three format conversions has these specific consequences and
costs this much. We need more concrete evidence and an empirical
basis for evaluating different preservation strategies and for deciding
which strategy is most appropriate for particular types of resources.

A considerable amount of enthusiasm is building around the
idea of creating test beds where a designer or researcher—or more
likely a large team of researchers—creates a prototype environment
that has metrics that will make it possible to measure the effective-
ness of different strategies. The work of the San Diego Supercomput-
er Center falls under the definition of a test bed, where libraries, ar-
chives, and organizations can bring real collections and problems as
experimental data sources. A test bed also involves a feedback loop
among the people with collections to manage and the people design-
ing and running test beds. Knowledge transfer and technology trans-
fer remain significant challenges. Researchers can do wonderful
things in the lab or the test-bed environment, but there is often a
huge gap in translating that research into products, services, best
practices, and guidelines. Use-inspired research, combined with prac-
titioners’ willingness to test research results and implement effective
strategies from the research lab, will benefit all of us involved in the
challenges and rewards of digital preservation research.
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Overview

This paper reports on four aspects of the Online Computer Li-
brary Center’s (OCLC’s) current activities in digital preser-
vation. Section 1 discusses recent strategic integration at

OCLC to support digital preservation initiatives. Section 2 describes
digital preservation activities of the Digital and Preservation Re-
sources (DPR) centers, which are creating digital masters for the
library community. Section 3 outlines technical considerations asso-
ciated with building a Digital Archive, and Section 4 provides a list
of activities in which the OCLC plans to engage with the digital
preservation community.

Section 1: Strategic Integration

In September 2000, OCLC’s Board approved a strategic plan under
which libraries and OCLC will transform WorldCat from a biblio-
graphic database and online union catalog into a globally networked
information resource of text, graphics, sound, and motion. The re-
birth of WorldCat in Oracle will create a global knowledge base sup-
ported by a set of integrated, Web-based tools and services that facil-
itate contribution, description, discovery, access, exchange, delivery,
and preservation of knowledge objects as well as the expertise of
participating institutions.

To realize this strategy, three of OCLC’s primary business units
are developing new products and services while enhancing current
offerings. These units are Metadata and Cataloging Services, Cooper-
ative Discovery Services, and DPR.

Understanding Digital Preservation:
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Formalized in November 2001, DPR is OCLC’s newest division
and the topic of this paper. Today, 35 years after OCLC founder Fred-
erick Kilgour’s vision of pooling library resources began to be real-
ized, DPR has taken on the task of building on his model. Our vision
is to extend the OCLC cooperative to support the challenges of creat-
ing and sustaining access to and preservation of the global knowl-
edge base’s contents.

At present, DPR is home to three major initiatives:
• expanding Preservation Resources, a state-of-the-art preservation

reformatting facility in Bethlehem, Pennsylvania, into regional
DPR centers

• building a Digital Archive
• launching and supporting growth of the DPR Cooperative

This report focuses on how OCLC is expanding Preservation Re-
sources’ capabilities into regional DPR centers and construction of the
Digital Archive.

Digital preservation takes place within a continuum, ideally
starting from the point of digital-object creation, at a DPR center or
elsewhere, and continuing through the processes involved in the
long-term retention of those objects. DPR centers and the Digital Ar-
chive are two segments of the digital preservation continuum that
have begun to converge as a result of OCLC’s new business direc-
tion. That continuum is supported by the integration of infrastruc-
ture, metadata, and processes. If any of these three elements does not
extend from one entity to another, preservation is not possible. The
assumption is that a distributed, interoperable environment is the
only viable approach to digital preservation. Digital preservation ac-
tivities will occur both in the DPR centers and in the Digital Archive
to support and reinforce the concept of preservation as a continuum
of interdependent activities.

Section 2:  Digital Mastering

With the creation of regional DPR centers, we are building on Preser-
vation Resources’ 15-plus years of experience with preservation mi-
crofilming. That translates into harnessing technology, skills, and
processes for library-specific applications by creating a cost-effective,
high-quality “digital factory” geared to meet the cultural heritage
community’s needs for digital preservation reformatting. We will
maintain a test bed environment to experiment with digital imaging
and metadata application processes in order to identify best practic-
es, build tool sets, and anticipate future needs.

Recognizing the unique nature of materials in the information-
services and cultural-heritage communities, Preservation Resources
adapted commercially available technology to meet the needs of
these communities. Adaptation in this case is expensive and some-
what difficult because the need is quite specific and, compared with
that of the imaging industry as a whole, relatively small. As Kenney
and Rieger state, “Determining how to digitize and present library
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materials involves a fairly complex decision-making process that
takes into consideration a range of issues, beginning with the nature
of the source document but encompassing user needs, institutional
goals and resources, and technological capabilities. These all map
together as a matrix for making informed decisions rather than ex-
acting standards” (2000, 24).

Preservation Digitization

Preservation Resources and DPR strive to support preservation li-
brarians as they work through this complex decision-making pro-
cess. The DPR centers are also developing the infrastructure with
which to support the following assertion from the “Benchmark for
Digital Reproductions of Monographs and Serials,” endorsed by the
Digital Library Foundation (2002):  “Digital masters are digital objects
that are optimally formatted and described with a view to their quality
(functionality and use value), persistence (long-term access), and in-
teroperability (e.g., across platforms and software environments).”

Complying with this benchmark requires a scanning environ-
ment capable of creating an accurate digital representation of our
printed heritage. Consequently, we have determined that DPR cen-
ters must have three capacities. First, they must have material-han-
dling skills to recognize bibliographic anomalies and other cultural
representations. Second, they must have the technology with which
to meet or exceed accepted quality standards. Finally, they must be
able to engage in cost-effective standard setting for the broader com-
mercial-service community.

Our challenge is to support this sophisticated scanning environ-
ment with technology and personnel to produce comparable levels
of quality for various cultures, languages, and types of materials in
DPR centers worldwide.

Preservation Metadata

Preservation metadata are any metadata used by an institution that
is carrying out some form of digital preservation. Preservation meta-
data could include discovery, administrative, and structural metada-
ta. Structural metadata should be sufficiently detailed to allow recon-
struction of the sequence of the original artifact, a point that is being
addressed as an addendum to the DLF benchmark (2002). More com-
monly, though, the term preservation metadata is applied to metadata
serving either of two functions:
1. enabling preservation managers to take appropriate action to pre-

serve a digital object’s bit stream over the long term; or
2. ensuring that the content of the archived object can be rendered

and interpreted.

Integrating digital preservation activities into the larger digital
information life cycle and its associated workflows depends heavily
on creating preservation metadata early in the process. Digital mas-
ters for digitally reformatted monographs and serials must have de-
scriptive, structural, and administrative metadata, and the metadata
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must be made available in well-documented formats. OCLC is likely
to adopt the Metadata Encoding and Transmission Standard (METS)
and create tools to apply METS in DPR centers at the point of digital-
object creation.

To that end, staff at the DPR Center in Bethlehem, Pennsylvania,
have created programs to automate population of the TIFF header
with preservation metadata and are reviewing the NISO standards
for still images. The issue of preservation metadata was addressed
earlier in defining the Digital Archive system architecture (see Sec-
tion 3 of this paper), but further work is clearly needed (see Section 4).

Authentication

Our community has much work ahead to develop processes at the
point of digital-object creation that will support persistence. One
area we are investigating is the high-volume, low-cost application of
an authentication process at the point of creation. We may define au-
thentication as a means for ascertaining that the digital material is
what it purports to be and has not been altered since its creation.

Without data security, preservation is compromised. However,
with the powerful flexibility of digital formats comes the ability to
alter the original with ease and without detection. We are consider-
ing how to cost-effectively implement an authentication mechanism
and are engaged in discussions about how to license and adapt third-
party authentication software to our community’s requirements.

The software we are evaluating functions basically as a digital
notary public. The creator of a digital object uses the software to add
a digital signature and time stamp to the object. That information is
sent to the authentication software company for long-term retention.
Future users can verify the security of the digital object by sending
the registration information to the software company, which will de-
termine whether it matches the original signature and time stamp on
file. This service also records changes of ownership, further verifying
its authenticity and providing a means of digital provenance. We will
begin conducting an authentication pilot project with two library
partners in the summer of 2002.

Section 3: Building a Digital Archive

A logical extension of various OCLC and Preservation Resources ser-
vices is the construction of a Digital Archive. This activity focuses
OCLC’s longstanding strengths in research, software development,
and cooperative work on the preservation mission.

Preservation Resources staff and computer scientists in OCLC’s
Office of Research have been working together since 1995 to under-
stand better what is required for long-term digital preservation, both
from a user perspective and a scalable, maintainable systems per-
spective. The current project to build the Digital Archive’s infrastruc-
ture, metadata, and processes began in January 2001 and will pro-
ceed in multiple phases, as shown in figure 1.
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The project has three major goals:
1. To build a general-purpose digital archive for libraries, archives,

and museums that may be used to store a variety of types of infor-
mation and upon which various products and services may be
built

2. To identify workflows for capturing and managing digital objects;
and

3. To implement a metadata set for the archived objects

When Phase 1 is completed in May 2002, the system will facili-
tate the capture of Web documents, creation of preservation metada-
ta for digital objects, ingestion of objects into the Digital Archive, and
long-term retention of these digital information assets. However, this
phase is limited in object format to text and still images. It is limited
to ingesting objects into the archive one at a time, but it does have a
set of tools that enable users to manage a complex workflow involv-
ing selection, cataloging, and archiving. The user can also generate
a copy of the metadata and the object for in-house storage and
dissemination.

Viewers will see objects in the Digital Archive by clicking on a
URL in a bibliographic record in WorldCat, which they will access
through FirstSearch, CORC, or a local catalog. They will also be able
to access the Digital Archive by typing its URL into a Web browser.

Object owners will control access to their objects by creating con-
tent groups and related authorization groups. They will be able to
delete their objects from the archive as well. For users familiar with
OCLC’s CORC, and FirstSearch interfaces, the system will be easy to
use; however, the harvest software, the archive-object viewing inter-
face, and the administration module have new interfaces.

Our decision to focus initially on Web documents was influenced
by earlier work with the U.S. Government Printing Office (GPO) on a
digital project. Having expressed the need to improve capture of
Web-based government documents for long-term retention, the GPO
was willing to work with us to define high-level user requirements
for this data format.

Fig. 1. The Digital Archive
is being built in multiple
phases
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As the project has progressed, we have involved other interested
parties, mostly state libraries whose needs are similar to those of the
GPO. Since 2001, the GPO has been joined by Ohio’s Joint Electronic
Records Repository Initiative, which includes the State Library of
Ohio, the Ohio Historical Society, the Ohio Supercomputing Center,
and the State of Ohio Department of Administrative Services; the
Connecticut State Library; the Library of Michigan; Arizona State Li-
brary, Archives, and Public Records; and the University of Edin-
burgh, Scotland. Staff members from these institutions have met
with us, commented on prototypes and workflows, provided input
regarding the metadata element set, and participated in interface us-
ability testing.

Preservation Metadata for the Digital Archive

Characteristics of objects and user groups are major factors in meta-
data decisions and in the tools created to support the metadata-cre-
ation process. The first objects in the OCLC Digital Archive will be
born-digital and mostly public-domain government documents pub-
lished on the Web and consisting of text and still images presented in
HTML, PDF, JPEG, GIF, BMP, TIFF, and ASCII text formats.

Phase 1 users are mainly viewing objects created by others. As a
result, they may not know of or not be able to obtain preservation
metadata elements such as the recommended hardware for render-
ing an object. Also, our users want to integrate workflows to select,
capture, catalog, and archive in a streamlined fashion. Finally, users
want this integrated workflow to be as seamless as possible so that
current staff can ingest objects and their preservation metadata into
the archive efficiently.

Consequently, we have created new tools to make metadata cre-
ation easier, using as our foundation CORC, OCLC’s tool set for cre-
ating descriptive metadata for electronic objects. CORC now sup-
ports a preservation metadata record that can be populated with
data from a bibliographic record and updated with preservation data
extracted from objects by the archive. Users may also enter data
manually. We have also created a new harvester that launches from
CORC and that uses tools within Oracle9i FS to extract technical in-
formation about the object. Finally, we are building a management
module to enable users to assign objects to content groups and then
specify access to that group.

OCLC staff kept these factors in mind when determining what
preservation metadata elements would be needed in the first phase
of the Digital Archive. These elements are as follows:
• user requirements
• object types
• tools

Some of the questions we asked ourselves were:
• What metadata are needed for these object types? (i.e., Web

documents)
• When are the metadata available, and to whom?
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• How are metadata captured, extracted, or created? By people or
by a machine?

• How are the objects going to be accessed and by whom?

In answering those questions, we sought a balance among three
elements:
1. preservation and maintenance of access to an object
2. what users can create practically
3. what the archive can extract or create

The Digital Archive’s preservation metadata set is being devel-
oped by an OCLC team whose work is informed by the OCLC/RLG
Working Group on Preservation Metadata as well as by other digital
preservation initiatives. A report from the working group recom-
mends a preservation metadata set and is available for review and
comment (OCLC 2002).

When we compared the OCLC preservation metadata set with
other element sets such as CEDARS or METS, we found that the con-
vergences and issues for discussion were similar to the findings re-
ported by the OCLC/RLG Working Group in its first white paper. To
summarize those findings:

Convergences
• based on the Open Archival Information System (OAIS) reference

model
• prescribes metadata for preservation
• able to extend the use of the archive to other object types

Issues for Discussion
• Scope: We are dealing with born-digital Web documents—other

projects are dealing with converted materials or other formats.
• Granularity: We must determine at what level the metadata need

to be assigned—logical object or file or both.
• Interoperability: This is an open question, but we are using an

XML wrapper; communication with other groups is key.
• Implementation: While differences in implementation may not

change how well the object is preserved, they may drive what
tools are created for an archiving workflow or for accessing an
object.

The OAIS Reference Model

Critical to enabling interoperability with other digital archives is our
compliance with the OAIS reference model, which merits a brief ex-
planation here. The International Organization for Standardization
will soon publish the OAIS standard as ISO 14721:2002 (Garrett
2002).

OAIS grew out of the need of NASA and other national space
agencies to capture, access, and store vast quantities of digital infor-
mation for the long term. While the details of the reference model are
complex, the overall concept is a straightforward sequence of input-
process-output.
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Figure 2 depicts the conceptual relationships of the six functional
areas and the three variations of information packages (Sawyer
2002). The sequence proceeds as follows:
1. A producer provides a submission information package (SIP) to

the Ingest entity.
2. An archival information package (AIP) is created and delivered to

Archival Storage.
3. Related descriptive information is provided to Data Management.
4. A consumer searches for and requests information using appropri-

ate descriptive information and access aids.
5. The appropriate AIP is retrieved from Archival Storage and trans-

formed by the Access entity into the appropriate dissemination
information package (DIP) for delivery to the consumer.

6. Activities are carried out under the guidance of the Administra-
tion entity.

7. Preservation strategies and techniques are recommended by Pres-
ervation Planning and put in place by the Administration entity.

The three types of information packages are also shown in
Figure 2:
1. A producer submits a SIP to the OAIS.
2. The OAIS holds and preserves the information using AIPs.
3. In response to consumer queries and resulting orders, DIPs are

returned.

It may be useful to describe how we are implementing an OAIS-
compliant AIP in the Digital Archive. Here is a list of the components
we incorporated in the system architecture for AIP:

Fig. 2. The OAIS model has
six functional areas and
three types of information
packages
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• 100 percent Java application developed by OCLC using Java
beans, Enterprise JavaBeans, and JavaServer pages

• IBM AIX (UNIX) servers
• Oracle9i software

Oracle’s content management products provide us with middle-
ware, which we are using as a foundation for the Digital Archive.
This middleware provides a Java abstract interface to the data reposi-
tory for insertion, deletion, and other manipulation of content objects
and metadata, including
• Object-level rights via ACL and ACE lists
• Fully extensible object-oriented database schema
• XML-enabled loading tools
• Extraction of structural metadata
• Metadata and future full-text searching
• HTTP, NFS, FTP, and Windows Explorer (SMB) protocol agents

The Digital Archive infrastructure builds on OCLC’s existing
procedures, staff, and environmentally controlled computer rooms.
OCLC’s experience in media migration keeps the bits alive as tech-
nology changes. Further, our experience with record conversions will
be of good use in keeping both the metadata and content viable. As
with WorldCat and other OCLC databases, copies of the Digital Ar-
chive’s content and metadata will be stored securely in underground
facilities off-site.

Every digital archive must plan for when vendors no longer sup-
port the tools with which it was built and is maintained and for
when technological advances require a new system architecture.
Consequently, our Digital Archive itself, like the data it holds, must
have a planned migration path.

Under our plan for DPR’s Digital Archive, we will extract objects
and metadata from the repository in a system-neutral format to al-
low reloading into a new architecture. For significant system up-
grades, support staff may be required to move data around, thus
demonstrating their ability to do so in the event of completely new
system architecture.

Section 4: Next Steps

As indicated in figure 1, we divided construction of the Digital Ar-
chive into multiple phases. Phases 2 and 3 will address the challeng-
es posed by historical newspapers and e-journals; Phase 4 will prob-
ably focus on flat-text and still images. We have not yet identified the
sequence in which we will accommodate audio, video, and dynamic
formats such as relational databases and interactive instructional
materials.

Inherent in each phase will be subsets of activities in which we
intend to engage with the digital preservation community. Among
these activities are investigation and development in several areas,
including criteria for selection and required preservation-service lev-
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el, new opportunities for cooperative activity in digital preservation,
economic sustainability for digital repositories with preservation re-
sponsibilities, digital-rights management, preservation strategies,
metadata requirements, and standards work based on the OAIS Ref-
erence Model.

Conclusion

Current trends in information technology and the emerging capabili-
ties with which to build a global knowledge base offer exciting op-
portunities for libraries. Toward this end, DPR and other OCLC divi-
sions are creating the tools and services libraries need to provide
economical preservation of and access to materials. The expansion of
Preservation Resources into DPR centers around the world and the
construction of a large-scale, OAIS-compliant Digital Archive are
tangible evidence of that work.

The magnitude of this task exceeds matters of hardware and
software. We are aware of the need to build collaborative channels
through which our members and the broader community can conve-
niently inform and immediately benefit from our ongoing work. To-
ward that end, we have launched and will continue to sponsor the
DPR Cooperative, a group of diverse organizations and individuals
who have joined us in accepting the challenge of exploring new op-
portunities in digital preservation.

OCLC takes as a profound responsibility the need that libraries
and other organizations have to preserve cultural memory. Thus, it is
imperative that we demonstrate the ability to provide a sustainable
approach to long-term digital preservation and a commitment to do
so with and for our community. This paper has described a method-
ology for expanding existing offerings and building new ones under
a proven cost-recovery model. While these offerings will undergo
transformations, we are building them with the belief that users in
centuries to come will find our early collaborative efforts in digital
preservation to have been worthwhile.
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For more than a decade, the Library of Congress (LC) has been
trying to build a digital library. We now have more than 7.5
million items of historical significance online and available at

no charge to schools and the general public. These materials repre-
sent a rich archive of American history, culture, and creativity. In ad-
dition, the LC has recently added material from five other countries.
We intend to expand this program greatly. We have more than 102
archival collections online, and we will put another 20 collections
online in 2002. These collections contain all kinds of new material.

In late 1998, the LC was thinking about the future. Were we
ready to be in the digital business and to serve customers with new
and different services? As part of that process, we brought together
program managers from across the Library, which consists of the
Copyright Office, the Congressional Research Service, the National
Library Service Program, and the Law Library. We asked questions
about how those managers saw their business changing. What kinds
of programs and services did they envision for their customers in the
future? Was the Library ready to stand up to the digital challenge of
the twenty-first century?

Out of that process came a five-year plan that we presented to
Congress in fiscal year 2000. The plan asked for $21.3 million to ex-
tend content, to enhance our infrastructure—our technology back-
bone—to build the components of a repository to house this materi-
al, to increase online access services (including digital reference
services), and to continue our work with teachers online. Congress
gave us about a third of what we asked for, but said, “Come back
next year, and we will try to make you whole.” We are now three
years into that five-year plan, and the Congress has honored its com-
mitment to provide what we originally requested.

Update on the National Digital
Infrastructure Initiative

Laura Campbell
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Our focus has been sharpened and our efforts strengthened by
the results of a report that had been commissioned in 1998 by Dr.
James H. Billington, the Librarian of Congress. For that study, the
National Research Council and the National Academy of Sciences
assembled experts in the archival and information technology com-
munities and the scholarly community to investigate whether the
Library was well positioned to take on the digital task in the twenty-
first century. That report, delivered in August 2000, was construc-
tively critical about things we needed to pay attention to and the
kinds of programs and activities we needed to put into place to learn
from the broader community: digital content creators, distributors,
and users—stakeholders with whom we had not traditionally dealt.

In the fall of 2000, representatives of the LC, along with Ken
Thibodeau from the National Archives and Records Administration
(NARA), presented a briefing to Congress. Supported by our five-
year plan, the results of the National Research Council study, and
our partnership with NARA, the Library was able to convince the
Congress to authorize a $100-million special appropriation to be
used to collaborate with the Department of Commerce, the National
Archives, the White House Office of Science and Technology Policy,
the other two national libraries (Agriculture and Medicine), the con-
tent community, the archival community, and the research communi-
ty, as well as the technology community, to create a national strategy
to collect, archive, and preserve digital content.

That legislation provides $5 million immediately for creating a
master plan and $20 million contingent on approval of another plan
that is targeted for submission late in 2002 to five congressional com-
mittees. As much as $75 million more may become available if it is
matched, dollar for dollar, from non-federal sources. Thus, if the Li-
brary raises $75 million from private sources, Congress will also pro-
vide $75 million, bringing the total to $175 million. This match may
be in-kind contributions or donations of services as well as cash. We
believe that the matching component is most likely going to come
from partnerships developed in the next phase of this effort to test
potential models and options for long-term preservation.

The Big Picture: A Three-Phase Plan

Our plan has three phases. They are
• a preliminary phase, just described, resulting in a master plan to

request Congress to approve the release of funds for investment in
the broader community to test various approaches to the national
strategy

• development of partnerships with the archival community and
the content distributor/creator community

• a  major effort to test and evaluate those partnerships and models
that will enable the LC to go back to Congress in five to seven
years to talk about the most sustainable options for long-term
preservation
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Our preliminary steps have included establishing a 26-member
National Digital Library Advisory Board to which Council on Li-
brary and Information Resources (CLIR) President Deanna Marcum
is a consultant. CLIR is helping us facilitate and work with the board,
which is made up of many of the people cited in the legislation as
well as experts in technology and publishing and people from the
creator and distributor communities.

The board members have helped us develop ways to learn from
this diverse stakeholder community and talk about the barriers to
long-term preservation from their perspective. We have done a num-
ber of things to bring this group together, including coordinating
with other federal agencies on a national research initiative. We have
also undertaken systematic surveys and have examined other techni-
cal repository and preservation efforts, both domestic and international.

To organize our stakeholder community, we commissioned with
CLIR six “environmental scans” of digital video, television, music,
the Web, e-journals, and e-books. The results are available in print
and on the Web (CLIR and LC 2002). Those scans, as well as about 20
confidential interviews with key members of various industry
groups, helped us prepare for “convening sessions” conducted in the
fall of 2001 in Washington, D.C. We held three two-day workshops
that were identical in format, although very different in terms of dis-
cussion, to ask basic questions about barriers to the creation of a na-
tional strategy for long-term preservation.

These sessions helped us set priorities. Participants agreed about
the need for a national preservation strategy. People from industry
were receptive to the idea that the public good, as well as their own
interests, would be served by coming together to think about long-
term preservation. They also agreed on the need for some form of
distributor-decentralized solution. Like others, they realize that no
library can tackle the digital preservation challenge alone. Many par-
ties will need to come together. Participants agreed about the need
for digital preservation research, a clearer agenda, a better focus, and
a greater appreciation that technology is not necessarily the prime
focus. The big challenge might be organizational architecture, i.e.,
roles and responsibilities. Who is going to do what? How will we
reach agreement?

Intellectual Property Remains a Concern

Other priorities were intellectual property and digital rights manage-
ment. Defining the scope is likewise a concern: What is to be pre-
served, by whom, and at what level?

There are those who argue for “dark” archives; others are in fa-
vor of completely open access. Obviously, we have to strike a balance
between preservation and access.

There are no widely used economic models for sustaining long-
term preservation. Who is going to pay? Is preservation solely a gov-
ernment responsibility? Are there other ways to think about the eco-
nomics of long-term preservation? Who will be the users?
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We took the information from those sessions and created an
agenda for what we call “scenario planning and analysis.” This ac-
tivity will be conducted by people who are skilled in looking at the
future and the forces that may affect preservation, including such
great uncertainties as government regulation.

Working with representatives of the Global Business Network,
we created an agenda to bring before yet another group of industry
experts. We talked about a timeframe of roughly 10 years. (It did not
seem useful to go farther because we are struggling with what even
the next three to five years might look like.) We talked about three
possible scenarios: a “universal” library that collects everything, a
library that is more selective, and a highly selective “world’s-best”
library.

Our planning with industry representatives has created a sense
of urgency. We call it the “just do it” approach; its aim is to start col-
lecting things before they are lost forever.

There was also a great emphasis on the need for distributed net-
work technical architectures. In our first scenario-planning workshop,
held in February 2002, we assembled a small group of technical ex-
perts who developed a hypothetical layered technical architecture. In
the next step, we will think about how to fit into this architecture the
functions and services that would be performed on a national level.

What Will People Take on Next?

We have tried to create a shared responsibility among the communi-
ties. What are people willing to take on next in planning? One of the
initiatives has great momentum. Margaret Hedstrom, from the Uni-
versity of Michigan, Donald Waters, from The Andrew W. Mellon
Foundation, and a number of other people have made it possible for
us to bring together, working with the National Science Foundation,
some 50 experts from 15 federal agencies and the private research
laboratory, technology, and computer science communities. This
group is shaping a focused agenda on digital preservation, leverag-
ing our collective resources, and bringing together funding from var-
ious agencies to put digital preservation research within a frame-
work that can serve many of us, not just some of us.

That effort led to a number of informal meetings and to a formal
workshop that was held in Washington, D.C., in April 2002. It was a
good beginning: the executive branch of the government was repre-
sented by individuals from the Central Intelligence Agency and the
Department of Defense; the LC represented the legislative branch.
Also attending were representatives from other national libraries, the
scientific community, and the library community. Margaret Hed-
strom is the principal investigator. We will end up with a call for pro-
posals this fall and, we hope, provide funding to the best initiatives.

As part of our early planning, we have developed a conceptual
framework to think about the components—the political, economic,
social, legal, technical, and organizational concerns—that need to be
considered in a national strategy. Information about this framework
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is available on our Web site, referenced below. We have also tried to
identify a set of critical technical issues on the basis of what we have
heard in the surveys and our benchmarking. A summary of this
work is also available on our Web site.

Later this year, we hope to incorporate what we have learned
from the industries—the roles they are willing to play and issues on
which we should be focusing—into our national strategy for preser-
vation. This strategy will include credible scenarios and models
based on our sense of who is willing to do what, with whom, and for
what purpose. Our goal is to make progress toward a national pres-
ervation strategy and a research agenda that are grounded in an in-
vestment framework that Congress will understand.

The process will yield a “master plan.” Once the plan has been
developed, we will present it to five congressional committees. Our
presentation will also include expert testimony. We trust these efforts
demonstrate that the LC is being responsible—bringing the right
parties together to recommend the areas in which we should invest
to meet the national need to preserve material for the future.

Council on Library and Information Resources and Library of Con-
gress. 2002. Building a National Strategy for Digital Preservation: Issues
in Digital Media Archiving. Washington, D.C.: Council on Library
and Information Resources and Library of Congress. Also available
on the Digital Preservation Web site, http://
www.digitalpreservation.gov.

All URLs were valid
as of July 10, 2002.
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Understanding of the issues surrounding digital preservation
is growing at a reassuring rate, at least among the nucleus
of experts in this field. At the same time, confusion and a

sense of being overwhelmed by the complexity of the issues often
prevails in the wider community of archives and libraries. The na-
tional approaches that are now being started in the United Kingdom,
such as the Digital Preservation Coalition initiative, as well as in
countries with national digital strategies, such as the United States,
are commendable; at the same time, they can distract institutions
from just going ahead and acting. Moreover, some organizations, na-
tional archives as well as national libraries, seem to be stuck in the
requirements-specification stage and find it difficult to move forward
to implementation, perhaps out of fear of making mistakes.

In the Netherlands, we do not have a national strategy yet, but
we have advanced quite a bit at the institutional level, especially in
my library. The archive community, together with the Ministry of
Home Affairs, has been setting up test beds for digital preservation.
This paper focuses on two activities—how we are preparing to create
a mass storage system as well as the work we are doing with IBM on
long-term digital preservation issues. Like others, we have made
mistakes, but we have also made substantial progress. This paper
describes what we have done and the lessons learned en route.

Serious Business: Preparing a Mass Storage System

In contrast to most other countries, the Netherlands does not have a
legal deposit regime. The national library of the Netherlands makes
voluntary deposit agreements with the Dutch Publishers Associa-
tion. Our agreements with publishers date from about 1974 for print-
ed publications and from 1995 for electronic publications. The latter

Experience of the
National Library of the Netherlands

Titia van der Werf
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include offline as well as online publications. To date, we have col-
lected monographs, CD-ROM titles, government reports, and disser-
tations. Among the serial collections are online journal articles from
Elsevier Science and Kluwer Academic Publishers, and we have also
received official government publications in digital form.

Altogether, our collection amounts to three terabytes of informa-
tion. All the CD-ROM information is still in the offline medium; we
have not yet transferred it to a storage system. We do not have
enough storage capacity in our digital stacks for all digital deposit
material. Because we anticipate a great deal of growth and the re-
ceipt of all the Elsevier titles in the coming year, getting a reliable,
quality-controlled mass storage system in place is one of our priorities.

Different Countries, Common Goals

One of our most important activities has been leading the Net-
worked European Deposit Library (NEDLIB) Project. As this project
got under way, the eight participating national libraries entered into
discussions about how to set up a digital deposit system. We spent a
year talking about our differences. While time-consuming, these dis-
cussions were necessary because they gave us a common under-
standing of issues at stake. We slowly realized that we needed to
identify our common missions, goals, and objectives. We asked
“What is common to the digital publications that we receive, and
what common solutions can we come up with for this problem?”
This exercise laid the foundation for the consensus building that
would occur later in the project.

We looked at the deposit process, that is, the workflow for elec-
tronic publications. First, a publication gets selected; then it comes in
as a deposit and we capture, describe, and identify it. This process
continues through the whole workflow, ending at user services.
Next, we identified areas where we thought that this process might
be different in the digital world than it is in the world of print mate-
rial. For example, in the digital world, our library has no system in
place that could tackle the new parts of the process required by digi-
tal publications. We have automated cataloging systems and acquisi-
tion systems, but even if we use these systems for digital publica-
tions as well, we still do not have a storage system or a digital
preservation system.

We identified the missing information technology (IT) compo-
nents. Figure 1 shows how we visualize the existing library systems
that support the conventional steps of the workflow. For the steps in
this workflow that are not supported by any current system, we real-
ized that we would need to put a new system in place. By following
the workflow steps, we could start identifying our requirements for
this new system.
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NEDLIB has now developed guidelines for national libraries that
want to set up digital deposit collections and systems. The guidelines
outline how to design the digital stacks as a separate module in the
digital library infrastructure and how to implement the digital stacks
as much as possible in conformity with the Open Archival Informa-
tion System (OAIS) standard. We had been looking extensively at the
OAIS standard in the NEDLIB project and were impressed that this
model suited our requirements so well.

We also recognized that electronic publications coming in should
be transferred to a highly controlled storage environment, and that
after they are brought into the digital stacks, all objects should be
treated alike. That led to another question: Should we implement
separate systems for Web archiving, CD-ROM archiving, and ar-
chiving of online journals? We realized that if we did, the process
could go on forever; we would have hundreds of systems sitting next
to each other. That would not be manageable. Therefore, we decided
that we wanted to be able to treat all electronic publications in the
same manner, regardless of type.

When the NEDLIB project ended, we returned to our own coun-
tries and started implementing local digital stack systems in our li-
braries. We are all implementing these local deposit systems in dif-
ferent ways, but we hope that through NEDLIB we have gained a
common understanding of what we are doing.

IBM’s Implementation Model: A Work in Progress

In the Netherlands we issued a request for information that asked
the IT market whether there were products that could provide for
system functions according to the NEDLIB/OAIS Model. As a result
of the positive reactions from the IT sector, we started a tendering
procedure.

Fig. 1. The NEDLIB
workflow for
electronic publications
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IBM Netherlands, which had off-the-shelf products that could
support quite a few of the processes that we had identified, was the
successful candidate. IBM made it clear from the start that its prod-
ucts would not be able to provide any long-term digital preservation
functionality, but it was willing to help us research the issues and
look at the requirements of this subsystem for preservation.1

Figure 2 shows the IBM Implementation Model. It depicts the
OAIS modules of Ingest, Archival Storage, Access, Data Management
and Administration, as well as the NEDLIB-added modules of Pres-
ervation, Delivery and Capture, and Packaging and Delivery. The
latter two modules are interfacing with existing library systems.
Within these interfacing modules are gathered everything that has to
do with locally defined and variable types of things. For example, at
the input side are all the different file formats that publishers use.
Because these formats are not generic and change over time, we re-
gard them as external variables instead of internal archive standards.
At the output side are different types of customers. The requested
archive objects must be tailored to make them fit for use, both now
and in the future. Library users’ groups will change over time, and
users will become increasingly demanding as technology evolves. In
summary, we put everything that is variable into these interfacing
modules and everything that is generic into the “black box” that we
call our deposit system.

IBM has named its system implementation the Digital Archival
Information System (DAIS). We have DAIS Version 1.0, whose scope
includes a pre-Ingest module for manual loading of submission in-
formation packages (SIPs). With this module we can load CD-ROMs
and e-books. There is an archival storage unit with backup, disaster

Fig. 2. IBM
Implementation Model

1 Additional information on the collaboration between the national library of
the Netherlands and IBM-Netherlands can be found in Niewenburg 2001.
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recovery facilities, and a data management unit where technical
metadata are recorded. Descriptive metadata and structural metada-
ta are put into other existing library systems. The Access module for
Dissemination Information Package (DIP) retrieval is complemented
with a post-retrieval module for installation of electronic publica-
tions on the library workstations.

We are already planning for DAIS Version 2.0 as we anticipate
additional functional requirements. We know we need full automatic
batch loading of SIPs, especially for the e-journals that come in with
a certain regularity and frequency. We do not want to do that all by
hand, article by article. With DAIS, serials processing and archiving
will be automated.

In Version 1.0, we are able to add new SIPs to the system. We know
from experience, however, that some submissions need to be replaced or
even deleted, even though it is a deposit. For that reason, we also need
some replace and delete functionality in the DAIS-system.

IBM will upgrade the system to Content Manager Version 8.0,
thereby adding new functionality as well. The British Library, which
is involved in a similar effort with IBM-UK, has expressed its inten-
tion to build its deposit system on top of DAIS Version 1.0. Finally,
the preservation subsystem still needs to be implemented in future
versions of DAIS.

Defining Scope to Avoid Distraction

The IBM implementation has raised many issues outside its immedi-
ate scope. Just because we have a system does not mean that it will
support the whole workflow. DAIS is only one piece of a large puz-
zle, and the pieces we still need include, for example, a Uniform Re-
source Name (URN)-based object identifier system.

We also need batch processing of the associated metadata we re-
ceive from the publishers, together with the content files. The meta-
data should be processed automatically and converted to our own
XML DTD format, and they should be loaded into our metadata re-
pository and indexed.

We need a digital mailroom where publishers can deposit their
electronic publications. This should be a controlled area with pass-
word, virus checking, mirroring, and harvesting capabilities. We also
need a preload area for both batch and manual loading. Other needs
include user identification and authentication, authorization mecha-
nisms, and collection browsing functionality.

Although we need these functions, we ultimately did not ask
IBM to include them in their implementation system. We realized
that adding new functionality along the way would jeopardize the
project budget and schedule.  Also we wanted a modular architec-
ture, with well-defined functions and supporting technologies. We
investigated whether we could implement some things ourselves, or
whether there were products on the market that would be suitable.
This scoping effort is very important to make sure that you take only
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the generic parts into the system and have a modular way of build-
ing your digital library infrastructure.

What are the digital stacks? Essentially, it is the IBM system and
possibly other content management systems as well. We are thinking
of implementing a separate system for our digitization collections
because we are not going to put those collections in the IBM system.

Deciding whether to add our digitized collections to the IBM sys-
tem has been difficult. Our primary goal was the deposit collection.
The requirements, therefore, were for managing highly complex and
controlled technical metadata to ensure that later on we would be able
to migrate, convert, or emulate formats. We had developed several re-
quirements relating to the pre-ingest and post-retrieval processes that
were much too heavy for the digitized collections. Digitization is all
about providing quick access and putting it quickly on the Web. This
is in contrast to requirements for deposit collections. We ultimately
decided to create a separate system for the digitized collections.

A Data Model for Long-Term Access

The data model implemented in the IBM system is based on the
OAIS model. In one archival information package (AIP), we envision
being able to put in either the original version of the electronic publi-
cation or a converted version of the electronic publication. Also, we
envision keeping the bit-images of installed publications in AIPs. For
example, if a CD-ROM publication needs to be installed, we take a
clean workstation configuration and install the CD-ROM on it. Then
we take a bootable image of the installed CD-ROM and enter that as
one image in the AIP. This process allows for access now and, we
hope, in the future.

We also envision putting software applications (including plat-
form emulations and virtual machines) in AIPs and operating sys-
tems, if need be, as disk images. Of course, hardware platforms can-
not be put in an AIP.

Fig. 3. Digital Library
Infrastructure
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In DAIS Version 1.0 we have in place as many long-term preser-
vation hooks as we could think of. The data model, and especially
the technical metadata, are important hooks. In terms of technical
metadata, we are concentrating on what we really need to record
about the technical dependencies between file formats, software ap-
plications, operating systems, and hardware platforms. We see this as
a prerequisite to ensure access and readability now and in the future.

A Reference Platform for Manageability

As Ken Thibodeau has said, when you start registering all this tech-
nical information and look at each file type for what system it can
run on, you find that it can run on up to 100 different systems or con-
figurations. Recording all that will take a good deal of time, and that
is what he was visualizing when he created his graph with preserva-
tion methods and format types. He put preserving original technolo-
gy at the “great variety” end of the continuum and contrasted it to
preserving the more generic and persistent content of objects.

Recognizing this problem, we considered managing the technical
metadata in terms of the concept of a “reference platform.” The refer-
ence platform concept tries to freeze the configuration of a worksta-
tion or PC for a whole generation of electronic publications—per-
haps for five years. The configuration includes the hardware, the
operating system (e.g., Microsoft Windows 2000), viewer applica-
tions (e.g., an Acrobat reader), and a Web browser, as is shown in
Figure 5.

This frozen workstation would cater to a generation of publica-
tions: for example, all PDFs published between 1998 and 2002. Ev-
erything we receive in the library currently is in PDF format. We
hope that with this frozen workstation, we will be able to manage
the diversity in configurations that may appear during this period of
time. We do not want to support all possible view paths, just the pre-

Fig. 4. Data model of the
IBM implementation
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ferred view path. The reference workstation is the preferred view
path for a collection of publications for a certain period of time. In
this way, we can standardize the view paths we support in our system
and make the handling of diverse configurations more manageable.

The technical metadata records the chain of software and hard-
ware dependencies. We create technical metadata to be able to re-
create the running environment for access now and in the future.
This process will also help us monitor technological obsolescence.
The reference platform is a means to make all this more manageable.

New Skills Call for New Jobs

With the workflow for electronic publications, we need new skills
and staff. We need staff for the daily operation of the digital stacks,
most likely not organized as a new department but as part of our ex-
isting processing department where the general cataloging takes
place. We need technical catalogers who can handle many different
file types and IT configuration management tools. We need technolo-
gy watch officers who monitor for new formats and trends on the e-
publishing market. Further, we need reference platform administra-
tors, digital preservation researchers, and quality control managers.

Assistance from the Computer Scientists

The Koninklijke Bibliotheek has worked with Jeff Rothenberg of The
RAND Corporation and IBM’s Raymond Lorie. We began working
with Jeff Rothenberg because his emulation theory was new to us
and we were interested in solutions. When we asked him to explain
his solution, he presented his hypothesis as it stood in 1995 (Rothen-
berg 1995). As he talked with us and with representatives of other

Fig. 5. The Concept of the
Reference Platform
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memory institutions, such as the Dutch National Archives, he devel-
oped his concept to maturity (Rothenberg 2000). He addressed the
problem of needing to build different versions of emulators over
time. Consequently, he developed the idea of the virtual machine on
which you would be able to extend the life of an emulator.

With Raymond Lorie, we looked at all the PDF files in our digital
deposit. He worked on a prototype to demonstrate that you could
extract both the data and the logical structure of the document to re-
create it at access time, even without the original PDF file. What you
would need to keep is the bit-image of the document and a Universal
Virtual Computer (UVC) program to interpret the logical data struc-
ture of this document, so that you would be able to scroll, search for
words, and navigate through the document.

Lorie’s approach offers a generic way of handling PDFs that
could be applicable to other types of data formats, such as JPEG (Lo-
rie 2001). With this approach, you could discard the original PDF,
although we have not chosen to do so. We agree with Ken Thibodeau
when he says that as long as we can afford it, we should try and keep
everything in its original state, even if we know that we will not be
able to read it in 10 years’ time. Maybe in 150 years we will be able to
read it; who knows?

Talking with computer specialists such as Jeff Rothenberg and
Raymond Lorie helped us understand the need to distinguish be-
tween two types of electronic publications: executable publications
and document-like publications. Executable publications are soft-
ware programs; they include games and complex publications on
CD-ROM. Document-like publications are the simpler data types,
such as texts and images, which require only viewers to interpret
them. Programs and document-like objects require different technol-
ogy solutions. We have been investigating virtual machine technolo-
gy and hardware emulation to solve the problem of hardware depen-
dency, and we have been looking at data extraction for solving the
software dependency problem.

Mistakes Bring Wisdom: Lessons Learned

What lessons have we learned in the course of the activities just de-
scribed? First, the question of scope is important, because otherwise
it is easy to get distracted. At one point we mentioned to IBM that
our digitized collection needed to be put into this system. When they
asked us about our requirements for that type of collection, we an-
swered, “Fast access and fast ingest.” Those requirements, however,
contradicted those we had previously specified for our deposit col-
lection. This was confusing, and it took much precious time to clear
up the confusion. We decided to forget about the digitized collection
and return to our original goal. This shows that you just cannot try to
tackle all the problems at once. A step-by-step approach is essential.
This does not mean, however, that you can overlook the need for a
comprehensive approach, because you always need to keep the big
picture in mind.
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Modular design is also important, especially the ability to have
independent modules so that you use the right technology for the
right module and do not create unnecessary dependencies. Each
technology—for cataloging, indexing, or storage, for example—
changes at its own pace. Technologies should not  be too dependent
on each other, because when you change one technology, you will
have to upgrade the whole system.

It is important to think about whether you are going to choose IT
market solutions or develop your own. We have reorganized our IT
department in such a way that we no longer support IT develop-
ment. Instead, we outsource everything pertaining to development
or hire people with the needed development skills. Our policy is to
rely as much as possible on IT market products rather than custom-
made products, so that we can gain leverage from IT product sup-
port and development services.

Technology Problems Need Technology Solutions

Analysis of a list of digital preservation projects recently drawn up
by the European Union-National Science Foundation Working
Group shows that not all these projects are about long-term digital
preservation. Many are about building controlled archives, which is
really much more about storage management, rather than long-term
preservation. The “Lots of Copies Keep Stuff Safe” (LOCKSS) ap-
proach, for example, has often been cited as the answer for digital
preservation. But it is not the answer, because it is really nothing
more than a very controlled  (or maybe uncontrolled!) way of repli-
cating. LOCKSS does not preserve anything in the long term. If a for-
mat is obsolescent now, it will still be obsolescent in the future.

There is an important difference between archiving and long-
term access. Archiving is quite straightforward because we are doing
it already: selecting, identifying, describing, storing, and managing.
Archiving keeps the objects machine-readable and healthy, and it
provides access now. The real challenge is long-term access—being
able to render the object in a human-understandable form and being
able to solve the software and hardware dependencies.

Digital preservation is a technology problem, and it needs a tech-
nology solution. Metadata are a means to help us solve the problem,
but digital preservation is not a metadata issue. It is the same with
access control issues. People talk about dark, dim, and bright ar-
chives, but that has to do with access control, not long-term digital
preservation.

Spreading the Word for a Shared Problem

Digital preservation is not only the problem of memory institutions.
We have new players and potential partners in our midst, such as
Warner Brothers, a film business partner. The problem we are tack-
ling is a shared problem across our new, e-based society. Businesses,
public service and health organizations, schools, and research insti-
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tutions have a stake in this issue, as do individuals. You have your
personal files, including electronic income tax files and Web pages,
that you want to keep for a longer period of time—the tax files be-
cause you are required to keep them for at least five years, the digital
pictures and Web pages for your grandchildren.

We, as memory organizations, are responsible for raising aware-
ness. Where other sectors in society are not yet fully aware of the
need to develop a digital memory, we are the ones that can raise this
awareness. The adoption of a Resolution on Preserving our Digital
Heritage at the UNESCO general conference in October 2001 has
been a very important awareness-raising step.

How can you measure the state of digital preservation? What do
we have in place to be able to measure at what development stage
we have arrived? It might be useful to look for similarities in another
field, such as medicine. The first question is  “Do we have patients?”
Yes, we have an increasing number of digital archives and collections
that are potentially endangered. Do we have doctors? Yes, we have
increasing numbers of experts. What are the illnesses? Do we know
the symptoms? We do know that there are increasing examples of
digital obsolescence, of tapes that cannot be read, file types that are
no longer supported by any software, but we do not know how
many. Are there research programs? Yes. Research is under way
worldwide, and we know that much more needs to be done. We are
at the stage of drawing up research agendas. Do we have hospitals?
Data recovery centers? I think there are one or two in the world.

Do we know the treatment against the illnesses? Are there medi-
cines and cures? We have advisors, we have best practices, but not
much more than that. Educational programs? Yes, in rising numbers.
Do we have emergency kits? These are all questions that beg for an-
swers, and only in raising these questions can we raise awareness of
digital preservation issues across society and across the globe.
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The National Library of Australia (NLA) has made a substan-
tial contribution to digital preservation practice, research,
and thinking. In 1995, it established one of the world’s first

library digital preservation sections. Our PANDORA (Preserving and
Accessing Networked Documentary Resources of Australia) archive
of online publications, in operation since 1996, has developed into a
collaborative national collection. The NLA was an early contributor
to international discussion and debate through negotiation of a State-
ment of Principles for the Preservation of and Long-Term Access to
Australian Digital Objects (NLA 1997). The Library also provided
input to the Task Force on Archiving of Digital Information set up by
the Commission on Preservation and Access and the Research Li-
braries Group (1996). The NLA has played a leading role in raising
and discussing digital preservation issues with other national librar-
ies and in looking for areas of collaboration (Fullerton 1998). Finally,
the Library’s Preserving Access to Digital Information (PADI) Web
site is a tool for keeping up to date on digital preservation develop-
ments worldwide.

While these and many other initiatives are evidence of the NLA’s
commitment to promoting digital preservation practice and thinking,
their main value in the context of this symposium resides in the les-
sons and principles that can be drawn from them. The purpose of
this paper is to analyze experience at the National Library of Austra-
lia and to determine whether it can offer anything of value to other
libraries’ digital preservation activities.

Digital Preservation—A Many-Layered
Thing: Experience at the National
Library of Australia

Colin Webb

Acknowledgments
The assistance of the Council on Library and Information Resources (CLIR), the
Digital Library Federation, and Documentation Abstracts, Inc., in supporting my
participation in this symposium is gratefully acknowledged. This paper draws in
places on the work of colleagues at the National Library of Australia, including
Margaret Phillips, Kevin Bradley, and Gerard Clifton.



66 The State of Digital Preservation: An International Perspective

Unpacking the Digital Preservation Problem

In Australia as elsewhere, library professionals have been engaged in
a quest to find effective solutions to an overwhelmingly complex
problem: the preservation of digital information. Experience at the
NLA suggests that it is profitable to see digital preservation not as a
monolithic problem but as a challenge with many layers. For us, ap-
proaching digital preservation from this perspective has been enor-
mously productive.

One set of layers concerns different types of digital collections. For
NLA, these collections include online publications, physical format
digital publications, digital sound files, image files, corporate
records, and a number of other discrete collections. While we recog-
nize that all digital data can be handled the same way, it has taken us
nearly 10 years even to start implementing systems that will inte-
grate the management of these collections. It will take more years
before we achieve full integration; perhaps we will never do so. This
situation reflects our collection-oriented approach: for example, we
organize publications collected from the Internet in a different man-
ner than we do the oral history audio files we create; and the way we
provide access to corporate records is different from the way we han-
dle open-access collections. Our approach also reflects some techni-
cal differences; for example, the range of file formats and software
dependencies in the material we collect is much more diverse than
that of the digital materials we create ourselves.

For pragmatic reasons, we began by setting up what we believed
would be the best way to manage each type of collection, knowing
we would have opportunities to bring these systems together as we
built knowledge and system capabilities over time.

A second set of layers concerns stages of action. We decided to be-
gin by addressing immediate issues that threatened to rob us of the
chance of taking longer-term preservation action. We made a con-
scious decision to take first steps—intelligent first steps if possible—
without knowing all the challenges we would face or how to solve
them.

Our most pressing demands were to make some decisions about
what we should try to preserve and to put those materials in a safe
place. We subsequently added layers of description, control, access,
preservation planning, and action, and we are gradually integrating
processes. However, the ability to look for staged responses and,
when necessary, to separate processes, remains key to understanding
and tackling problems.

We have formalized these processes into two broad terms: ar-
chiving and long-term preservation. For the NLA, archiving refers to the
process of bringing material into an archive; long-term preservation
refers to the process of ensuring that archived material remains au-
thentic and accessible. Thus, we quite happily have a manager of
digital archiving and a manager of digital preservation who work
closely together and understand the subtle but important differences
between their roles.
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A third set of layers concerns levels of action. We found that we
could and should distinguish among intentions, commitments, ac-
tions being planned, and actions proven and in place. The differences
among these levels are easily and dangerously blurred; for example,
when we assume material has been preserved simply because it has
been saved to an archive. When we have recognized the differences
among these levels, it has spurred us forward.

Infrastructure often seems to be the main enabler in moving
from one action level to another. At NLA, we define infrastructure as
the tools and systems for managing digital collections, the policies
that guide what we do, and our means of sharing information, agree-
ments, and accountability measures. Developing infrastructure takes
time and resources, but it is a necessary investment. By developing
infrastructure in parallel with archiving action, we have allowed for
feedback processes so both activities can inform each other. It is not
always necessary, or even desirable, to wait until all the infrastruc-
ture is in place before beginning the preservation activity.

A final set of layers concerns responsibility. We were impressed
with the approach taken by the Library of the University of Califor-
nia at Berkeley and described in its 1996 Digital Library SunSITE
Collection and Preservation Policy (Library of the University of Cali-
fornia, Berkeley, 1996). This policy makes a clear distinction between
the resources for which it will take archiving responsibility and the
other materials available from its site. In trying to establish a distrib-
uted, collaborative approach to managing a collection of online pub-
lications, NLA has explored responsibility principles expressed in
down-to-earth terms such as
• “Everyone doesn’t have to do everything.”
• “We don’t have to do everything all at once.”
• “Responsibility can be time limited: it doesn’t have to be forever

for everyone.”

These principles will be addressed in greater detail in the section
entitled “A National Model.”

To summarize, the concept of layers underlies much of the Na-
tional Library of Australia’s progress in responding to the challenges
of digital preservation. While we have often been characterized as
advocates of a “just do it” approach, we believe that “just doing it”
can be carried out in a systematic, intelligent, and learning-oriented
way.

Situational Factors

The approach just described is one that tries to respond to the real
world of digital information within a framework of evolving concep-
tualization. Under such an approach, it would be inconsistent to ex-
pect the experience in digital preservation at one institution to be a
sure guide for every other program. The circumstances in which we
operate function as constraints and enablers that help define what
we want to achieve and how we go about it. Some explanation of the
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NLA’s circumstances may help others understand what we do and
identify commonalities and differences with their own experience.

Australia is a large country, similar in size to the United States
but with a much smaller population. Roughly 20 million Australians
live in a number of large urban sprawls scattered around the fertile
edges of the continent, in regional towns and cities, or in remote
communities. Almost every political jurisdiction is characterized by a
dichotomy between relatively large urban populations and what we
call “the bush,” whose inhabitants often have very limited access to
the information resources accessible in the cities.

To some extent, the Australian library system reflects these geo-
graphic realities. The system also reflects our national history and
the foundations of pre-existing colonies that carried many of their
roles with them into Federation in 1901. Central libraries with depos-
it functions and public library systems committed to serve the popu-
lace wherever they could efficiently do so were a part of Australia’s
history. Libraries have a proud place in the Australian ideal of a fair,
open, and educated society in which there is both equality of oppor-
tunity and reward for initiative and excellence. Such an idealized
picture has often been undercut by realities, including the fact that
many Australians are denied equality of access to information be-
cause of distance, income, education, or background.

In such an environment sits the NLA—working with, leading,
and serving a library system made up of many autonomous parts
geographically distant from the majority of Australians who own it
through their taxes, and committed to providing effective informa-
tion services to all Australians.

It is not surprising that Australians have taken up digital tech-
nology and that institutions such as the NLA see the exploitation of
digital information as critical to their futures. Without embracing
digital information, and without managing and preserving digital
resources, the NLA would face increasing irrelevance. Thus, in the
1990s, the Library made a deliberate choice to bring digital informa-
tion resources and services into its core business. From this decision
flows virtually all progress the Library has made in building and
managing digital collections and in working with others engaged in
similar work.

The NLA is established by law and largely funded by annual
federal government appropriations to deliver a number of functions
including
• developing and maintaining a national collection relating to Aus-

tralia and the Australian people
• making material from its collections available for use
• cooperating in library matters with others in Australia and else-

where

Bringing the management of digital information resources into
the Library’s core business means applying these functions to such
resources.
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Digital Collections

The NLA manages a range of digital collections. While most atten-
tion has been paid to one of these—the PANDORA archive—our pro-
grams seek to manage all of the collections for which the Library ac-
cepts long-term responsibility. These collections include
• Online publications selected for the National Collection of Australian

Online Publications managed in the PANDORA archive. Establish-
ment and management of this collection are described in detail in the
sections titled “Collection Building” and “Digital Preservation.”

• Physical format digital publications (distributed on diskettes or
CD-ROMs). Preservation actions for this collection are described
under “Digital Preservation.”

• Oral history sound recordings. Preservation actions for this collec-
tion are also described under “Digital Preservation.”

• Both intentionally and unintentionally deposited manuscript ma-
terials on digital carriers. Recovery procedures for inaccessible
items are briefly described under “Digital Preservation.”

• Digital copies of analog collection items produced in our digitiza-
tion programs.

• “Born-digital” unpublished pictorial works such as photographs.
• Corporate electronic records.
• Bibliographic and other metadata records.

Collection Building: PANDORA as an Example

Most of the NLA’s collection-building activity has involved online
publications. For this reason, the following discussion focuses on the
PANDORA archive. The PANDORA archive of Australian online
publications has been described in many papers available from the
NLA Web site (Cathro 2001). This discussion is limited to the points
that are most relevant to a broad understanding of what PANDORA
is and how it works. Although initiated and managed by the NLA,
PANDORA has in recent years developed into a collaboration among
a number of partners.

The origins of PANDORA lie in the conviction that the Library
has a responsibility to collect and preserve the published national
heritage, regardless of format. The Library started discussing options
for preserving online electronic information resources in the early
1990s. In spite of predictions that it would be technically too hard
and that there would be insurmountable copyright obstacles, we de-
cided to take some exploratory steps and see what progress we could
make. Thus, in 1995-96 we appointed an electronic preservation spe-
cialist in our Preservation Services branch; set up a cross-program
committee to develop guidelines for selecting online publications
that should be collected; established an Electronic Unit to select and
catalog online publications; and began to experiment with capturing
(and sometimes losing) selected publications using cobbled-together,
public domain software.
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From these uncertain beginnings, PANDORA has developed into
an operational National Collection of Australian Online Publications.
It contains about 2,200 titles, roughly half of which have multiple in-
stances (i.e., they have been gathered more than once). Roughly a
third of the titles in the archive are collected on a regular basis; how-
ever, the frequency of capture varies, depending on the gathering
regime negotiated with the publication owners.

To build a national collection, NLA works with a number of part-
ners, including ScreenSound Australia (the national film and sound
archive), and seven of the country’s eight State and Territory librar-
ies. The contributions of partners vary from simply selecting material
to be archived, to negotiating with publishers, to programming the
harvester to initiate a capture. So far, all the gathered material is
stored and managed by the NLA. It will be interesting to see how
this responsibility develops; there is an argument for sharing respon-
sibility for storing, preserving, and providing access more equally
among our partners, but there is also an argument that it is more effi-
cient and reliable to centralize the storage and preservation functions.

In place of the inefficient harvesting and storage tools originally
used, the Library has developed its own Digital Archiving System.
This suite of tools has increased the efficiency of operations and
made it easier for our partners to participate via a Web interface.

From the beginning, the Library has taken a selective approach
to archiving. We believe the reasons for having taken this approach
still apply. First, by archiving selectively we are able to focus some
resources on quality control. We check each title to ensure that it has
been copied completely and with full functionality (as far as is cur-
rently possible). Because all publications have been selected for their
national significance and long-term research value, we consider this
investment of time to be justified.

Second, by archiving selectively we can negotiate with publish-
ers for permission to archive their publications (necessary in the ab-
sence of legal deposit legislation for digital publications) and make
them accessible online or through dedicated onsite PCs.

While the Library recognizes many advantages in taking a more
comprehensive approach to Web archiving, we have yet to be con-
vinced that such advantages outweigh the benefits of quality control
and accessibility that we have been able to achieve only while col-
lecting selectively. However, we do not see these approaches as mu-
tually exclusive. We would like to be able to pursue high-quality, on-
going capture for a core body of material selected for its research
value, complemented by periodic capture of more comprehensive
snapshots of the Australian domain.

Last year we engaged a consultant to look at the feasibility of
such an approach. While funding difficulties interrupted this work,
we are exploring a number of ways of making our national collection
both broad and deep.

Although support for the enactment of legal deposit legislation
for electronic publications is emerging, we will still need to commu-
nicate with many publishers to negotiate periods of restricted access
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or assistance with formats that are difficult to gather automatically.
For this reason, the NLA is working with Australian publishers to
establish a code of practice that would guide us, particularly in deal-
ing with commercial online publications.

PANDORA encounters a number of technical problems, even in
its collection-building tasks. An early decision that content should
take precedence over format means that, in principle, no publication
is excluded simply because it is difficult to capture or manage. This
is a noble objective but one that has not always been successful in
practice. Despite many years’ experience in automating our ar-
chiving processes, we still have to handcraft some features, such as
applets, to make them work reliably. Our greatest difficulty is with
publications structured as databases, which we have been unable to
harvest. We plan to do more work in this area because we recognize
the difficulty with databases as a major deficiency.

The ultimate purpose of all this effort is improved access. The
NLA has long been interested in persistent identification that will
keep information resources findable while they are still available. We
are currently using an in-house system of persistent identifiers and
resolution mechanisms.

Rights management is critical to PANDORA’s access arrange-
ments. While the archive has been developed to respect and support
rights management for all publications, special procedures and con-
trols have been developed for commercial publications.

From this discussion of collection building for PANDORA, it
should be evident that our archiving arrangements continue to
evolve as we encounter and deal with a wider range of issues.

Digital Preservation Programs

The Library’s digital preservation programs have developed more
slowly than has our digital collection building. However, some con-
crete steps are starting to emerge. Our preservation programs are
predicated on a concern to protect and maintain the data stream car-
rying the archived information, and to maintain, and if necessary to
recover, a means of accessing the archived information.

PANDORA

Our six-year experience in active archiving has taught us that the
browsers that provide access to online material are remarkably toler-
ant. It is hard to find any material that cannot be accessed once it has
been saved to the archive. This will change, especially as dependen-
cies such as plug-in software are superseded and lost from users’
PCs.

The most notable step we have taken with PANDORA has been
to design and carry out a trial migration of files affected by the su-
perseding of formatting tags in the HTML standard. Our modest mi-
gration does not constitute absolute proof that we can preserve ac-
cess to the entire archive this way. However, it does suggest that we
can quite efficiently make consistent, well-documented changes
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within files in the archive and produce an outcome that meets our
standards for preserving the significant properties of HTML files.

Physical Format Digital Publications

Our collection of physical format digital publications is not large; it
comprises only a few thousand titles. It does, however, contain im-
portant material. In working with this collection, our most signifi-
cant step has been to establish an ongoing regime of transferring in-
formation from unstable diskettes to more stable CD-Rs. We are
about to experiment with transfer to a mass storage system. These
are, again, quite minimal preservation steps aimed at enabling future
preservation action.

Audio

The Library’s collection of more than 35,000 hours of recorded sound
has been a nursery for developing our thinking about digital preser-
vation. We began digital recording in the early 1990s but did not be-
gin archiving to a digital format until 1996. Our first archival digital
carrier was CD-R, chosen for its manageability and expected reliabil-
ity over the reasonably short time we intended to retain it. While al-
ways expecting to lose access to professional analog audio technolo-
gy, until recently we have archived to both CD-R and analog tape. A
few months ago, we finally dropped the analog part of our archiving
strategy and moved to a digital mass storage system, managed
through extensive metadata. This has been a rapid development over
only five to six years, and most of the collection remains on analog
tape in a controlled-climate store. We expect to be using our third or
fourth mass storage system before we have copied the entire collec-
tion to a digital format.

Because the Library has retained control over the file formats we
use and the quality of sound archiving work, we expect to use a
straightforward migration path to maintain access to this collection.

Data Recovery

There is insufficient space in this paper for a detailed description of
our data recovery program for the many undocumented diskettes
that emerge from the Library’s manuscript collections. Our invest-
ments in buying format recognition and translation software, and in
developing procedures for using it, have been rewarded by regaining
access to some important material (and to quite a lot of junk).

While not prepared to rely on data recovery as a means of ensur-
ing ongoing access, we have come to accept it as a satisfactory meth-
od of last resort.

Infrastructure

Within Australia, it is likely that NLA’s efforts in building infrastruc-
ture to manage all of these digital collections will be as seen as more
important than the original initiatives themselves.
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The following six types of infrastructure have been important for
the Library:
1. tools
2. policy frameworks
3. resources (including expertise)
4. mechanisms for sharing information
5. collaborative agreements
6. certification

Tools

The key systems infrastructure to support all of our digital collec-
tions, and to carry and support the National Collection of Online
Publications, is what we call our Digital Services Project. A challenge
for the Library has been the lack of systems that could be bought off
the shelf. Through procurement exercises starting in 1998, we tried to
purchase systems for digital archiving, storage, and digital object
management. Of the three, we have managed to buy only the storage
system; the other two have had to be developed in-house—a slow
and resource-intensive process.

Development of our systems was slowly aligned with the Open
Archival Information System (OAIS) Reference Model, which is
emerging as a standard framework (CCSDS 2001). The Library began
modeling its business processes and data structures before we were
aware of OAIS, and we continued to do so without feeling the need
to fully adopt OAIS terminology. This apparent willfulness on our
part does not seem to have caused either the NLA or anyone else
much harm. At the right time, we found we could map our processes
quite accurately to OAIS, providing something like an independent
endorsement of the OAIS Reference Model.

Another essential tool for managing our digital collections is
preservation metadata. Because we could find no existing model that
met our needs, in 1999 we undertook development of a preservation
metadata model to support all our digital collections. That work has
contributed to the efforts of Research Libraries Group (RLG) and
OCLC to negotiate a consensus metadata model that could be of-
fered to the world (OCLC 2002).

Policy Frameworks

Policy is the second kind of infrastructure we needed to establish. In
developing its Digital Services Project, the Library produced various
information papers that serve as policy documents for many of our
collection management processes.

More recently, we have set down our intentions regarding ongo-
ing maintenance by releasing a digital preservation policy that ad-
dresses the way we manage our own collections as well as the way
we wish to work with others (NLA 2002). Hindsight will probably
see it as an early and rather unsatisfactory draft, but for now it is
having a powerful effect in focusing our preservation efforts.

Like all good policies, this one has spawned an action plan that
commits the Library to the following steps:
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• Documenting our collections so that we understand what we have
and what we have to deal with;

• Understanding and auditing the preservation effects of the ways
we manage our collections currently;

• Developing mechanisms to monitor threats, preferably in collabo-
ration with others;

• Defining the significant properties of our collections that must be
maintained through our preservation processes; and

• Investigating how we can retain access to software required by
our collections, and continuing our practical tests of emulation,
migration, and other strategies, on the assumption that we will
need to apply different approaches to different kinds of material.
For example, we are confident that migration will work for our
large, homogeneous collections of digital audio and image surro-
gates from our digitization programs, whereas emulation will
probably be needed for parts of our physical formats collection
and PANDORA, supported by ongoing access to software ar-
chives. We are also looking at the practicalities of using XML as a
format simplification approach and at the use of generic docu-
ment viewers for nonexecutable files, as currently used for our
corporate electronic records.

Resources

While the NLA has been pleased to discover what it could achieve
without outside funding, it would be foolish to deny that digital ar-
chiving and preservation programs are resource-intensive. The Li-
brary has had to reallocate quite a few million dollars from other
work to achieve what it has been able to do so far in digital preserva-
tion. This reallocation has not been without pain, as the Library con-
tinues to acquire nondigital collections as rapidly as ever and re-
mains as committed as it ever has been to their good management
and preservation. The Library is reaching a point where it will be dif-
ficult to make further progress with its digital collections without
additional resources and a sustainable business model.

With regard to managing workflows, the Library’s practice of
placing dedicated teams of specialists inside existing organizational
units has proved effective in building expertise we require without
losing contact with the broader institutional culture and direction.

Mechanisms for Sharing Information

We see information sharing as a critical enabler of digital preserva-
tion. The most visible manifestation of the Library’s commitment to
information sharing is PADI, the Web-based subject gateway on pre-
serving access to digital information.

PADI was set up by a group of institutions as a place where we
could share, compare, and find information about digital preserva-
tion. PADI is not the only good place to go looking, but our friends
tell us it is their international subject gateway of choice. While man-
aged by NLA, PADI has a number of contributors and partners, and
a recent agreement with the Digital Preservation Coalition in the
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United Kingdom ensures we will be working together to the benefit
of both organizations’ users.

Support from the Council on Library and Information Resources
(CLIR), has allowed the NLA to pursue an experimental program of
identifying and protecting the key resources listed in PADI through
the Safekeeping Project. This project is based on a model of extreme-
ly distributed management of information resources, principally
through self-archiving in compliance with a set of guidelines.

Collaborative Agreements

The NLA is committed to working with others in libraries, archives,
universities, publishers, government agencies, and elsewhere, both
in Australia and overseas. We seek to work collaboratively because
our own small steps will take us only part of the way we need to go.
We have found that collaboration works best where there is concrete
action to be taken and clearly defined expectations on all sides.

Certification

It has long been recognized that some kind of certification is required
to establish whether archiving arrangements can be trusted to pro-
vide adequate preservation guarantees (Task Force 1996; RLG 2002).
The long history of cooperation between libraries in Australia may
well lead us to look for cooperative ways of demonstrating our mu-
tual accountability. It will be fascinating to watch the development of
approaches to certification in other countries with different traditions
of cooperation.

A National Model

In thinking about how national models for digital archiving may de-
velop, it is helpful to return to the principles of responsibility men-
tioned earlier and the impact they have had in Australia.
• “Everyone doesn’t have to do everything.”

This principle has made it possible for partners to come into PAN-
DORA at a modest level of involvement. It has also allowed some
people who do not have an identifiable role to opt out of active
archiving.

• “We don’t have to do everything at once.”
This message has enabled us to focus on collection building for
the moment and to look for ways of improving how we manage
collections later. It has also helped us accept the constraints and
compromises along the way without falling into despair.

• “Responsibility can be time constrained.”
This principle has been especially powerful in inviting people to
play a role for a defined period without implying a long-term ob-
ligation. It also helps us bear in mind that all of our roles may be
time constrained and that effective exit strategies and succession
plans are essential.
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These principles have been useful in helping us approach and
develop the building of a national model for distributed digital ar-
chiving. However, we believe that they are only valid in the context
of some other related principles:
• “We may not all have to do everything, but someone has to do

something.”
• “Someone must be willing to take a lead on almost all steps.”
• “In the last resort, someone must be willing to take responsibility

for everything, even if it is only responsibility for a final decision
that some information will be lost.”

So far, building this national collection has worked well in Aus-
tralia’s library sector. That may have something to do with the NLA’s
leadership and the strong spirit of cooperation engendered by suc-
cess. Perhaps out of success in individual sectors, it will be possible
to achieve success within other sectors and among sectors, so that we
can build a truly national model for archiving and preserving digital
information.
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Good fences make good neighbors.” This famous aphorism
from Robert Frost’s poem “Mending Wall” suggests the
title and subject of this paper.1 Let me begin by explain-

ing the relevance of the poem to the topic of the archiving of digital
information.

A Preservation Parable

“Mending Wall” is a parable in the form of a poem. Wonderfully
crafted, it can be read on many levels. It is about boundaries and ter-
ritoriality, the conflict between primitive impulse and modern reflec-
tion, and the nature of ritual and work.2 But at another level, “Mend-
ing Wall” is simply about the preservation of a shared resource—a
common wall that each year two neighbors must join together to re-
build. Why does it need repair? As the opening line famously puts it,
“Something there is that doesn’t love a wall.”

The narrator of the poem identifies two sources of damage: natu-
ral causes, such as the heaving of stones that results from the freez-
ing and thawing of the earth, and deliberate human acts, such as the
attempts of hunters and their dogs to flush out their prey from hid-
ing in the wall. Whatever the cause, it is the mending that matters to
the narrator, who says:

The gaps I mean,
No one has seen them made or heard them made,
But at spring mending-time we find them there.
I let my neighbor know beyond the hill;
And on a day we meet to walk the line
And set the wall between us once again.

Good Archives Make Good Scholars:
Reflections on Recent Steps Toward
the Archiving of Digital Information

Donald Waters

“

1 For the poem, see Lathem (1979: 34-35).

2 For critical commentaries on the poem, see Nelson (2001) and Faggen (2001).
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The narrator then vividly describes the mending process. The
fieldstones are heavy and variously shaped; they often do not fit well
together. He says, “We wear our fingers rough with handling them.”
All of this is a hard, but straightforward, technical process. Then the
neighbors come to a grove of trees, and the narrator asks why do we
need to mend the wall here? The taciturn New England reply of the
neighbor is simple: “Good fences make good neighbors.”

From this point, the poem takes a darker turn as the conflict be-
tween the narrator and his neighbor becomes apparent. The narrator
probes deeper into the reasons why neighbors agree to preserve their
common resources. “Before I built a wall I’d ask to know/What I
was walling in or walling out,/And to whom I was like to give of-
fense.” But the neighbor’s motives remain inscrutable.

I see him there,
Bringing a stone grasped firmly by the top
In each hand, like an old-stone savage armed.
He moves in darkness as it seems to me
Not of woods only and the shade of trees.

The neighbor simply will not admit that letting the wall deterio-
rate is a possibility and says again to conclude the poem, “Good
fences make good neighbors.”

And so the reader is left with a puzzle. The wall has different
meanings to each of the neighbors and, although the narrator calls
his neighbor each year to the task, he himself finds many reasons to
question the merits of preserving the wall. So what moves these two
people to come together each year to mend this common resource?
Could it be that what makes good neighbors is not simply a bound-
ary? Could it be that what makes good neighbors is the very act of
keeping the common resource good—of making and taking the time
together to preserve and mend it?

The Archiving of Digital Information

The library, publisher, and scholarly communities are now engaged
in efforts to resolve the problems associated with preserving another
kind of common resource: digital information. Such information is a
critical priority, especially for libraries and other institutions that
have borne responsibility for maintaining the cultural record. Six
years have now passed since the Task Force on Archiving of Digital
Information issued its report (Waters and Garrett 1996). During the
course of its work from 1994-1996, the Task Force recognized well
that “something there is that doesn’t love digital information.” In the
face of the limits of digital technology, the Task Force struggled, as
does Frost’s narrator, with the question of motivation and action:
Why should we preserve digital information, and who should do it?3

3 The word “archiving” has multiple senses ranging from the narrow sense used
by professional archivists to designate the process of preserving formal records to
the broad sense used by computer technologists to refer to a temporary backup
collection of computer files. For certain purposes and audiences, one might
choose to restrict use of the word to one or other of these senses. In this paper, I
have followed the Task Force on Archiving of Digital Information (Waters and
Garrett 1996), and use digital archiving and digital preservation interchangeably to
refer to the long-term maintenance of digital objects judged to be of enduring value.
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The Task Force’s response was that we need a serious investment
in archiving because we are in danger of losing our cultural memory.
The first line of defense rests with creators, providers, and owners,
who must take responsibility for creating archivable content. A deep
infrastructure, consisting of trusted organizations capable of storing,
migrating, and providing access to digital collections, is then needed
for the long term. A process of certification to establish a climate of
trust is also needed, as is a fail-safe mechanism by which certified
archives would have a right and duty to exercise aggressive rescue of
endangered or “orphaned” materials.

Since the Task Force report was issued, there has been much ex-
perimentation, definition of requirements, and development, much
of it reported and summarized in previous papers in this volume.4
Margaret Hedstrom has reported the recent emergence of a greatly
sharpened sense of the research needed to support digital archives.
The development of the Reference Model for Open Archival Infor-
mation Systems (OAIS) has been a galvanizing force (CCSDS 2001).
As Titia van der Werf, Colin Webb, and others have described, a
number of digital archives have been created, are being created, or
are expanding following the OAIS model in the United States, the
United Kingdom, the European Union, and Australia.5 Most of these
efforts, however, have been government-funded, a point to which I
return below.

In other developments, the emulation-versus-migration debate
has largely played itself out. Neither approach provides a sufficient,
general answer to the problem of digital preservation, and it has
proven largely fruitless to debate the merits of these approaches in
the abstract.6 Instead, there is growing recognition that different
kinds of information captured in different ways for long-term preser-
vation will need various kinds of support.

Thanks to a variety of reports, such as those organized by the
Research Libraries Group (RLG) and the Online Library Computer
Center (OCLC) on preservation metadata for digital objects and at-
tributes of trusted digital repositories, there is a deepening under-
standing of the requirements and expectations for best practices
when building trustworthy archives.7 Some of these analyses of re-
quirements, it must be noted, are also being conducted in the ab-
stract, without a realistic sense of costs and what will work, and so
may be setting unrealistic expectations. Nevertheless, much is being
learned from all these initiatives.

4 The Preserving Access to Digital Information (PADI) Web site, which is
maintained by the National Library of Australia, is one of the most
comprehensive and up-to-date sources of information about the archiving of
digital information. Available at: http://www.nla.gov.au/padi/.

5 For a recent overview, see also Hodge and Carroll (1999).

6 See, for example, the largely polemical debate on the relative merits of
emulation and migration in Rothenberg (1999) and Bearman (1999). For a more
balanced view, see Granger (2000).

7 See OCLC (2002) and RLG (2002). For a different approach to requirements
definition, see Cooper, Crespo, and Garcia-Molina (2000).
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Our vision is much less clear about the infrastructure needed to
enable archives to cooperate and interoperate. Our understanding of
the legal and business frameworks needed to sustain the long-term
preservation of digital information is likewise still very crude.8 For
those interested in these questions, a recent initiative of the Mellon
Foundation that was designed to explore the archiving of electronic
journals may shed some light. This paper describes some of the re-
sults of that project, lays out some of the issues the participants have
encountered, and suggests some solutions.

Mellon Electronic Journal Archiving Program

Over the last decade, there has been much hope placed in the poten-
tial of electronic publishing as a means of resolving the rising costs of
scholarly publishing.9 However, with the recent dot.com collapse has
come an increasingly sober approach to electronic publishing. One
aspect of the reassessment that is under way is a growing awareness
that archiving has not yet been factored into the overall costs of the
system, and if electronic publishing is to be taken seriously, it must be.

Given the general digital archiving problem, and the Founda-
tion’s particular concern with scholarly publishing, Foundation staff
began several years ago consulting with librarians, publishers, and
scholars about how best to stimulate investments in solutions. An
investment in the archiving of electronic journals seemed to be espe-
cially promising and was welcomed by both publishers and libraries.
The Foundation solicited proposals for one-year planning projects,
and, in December 2000, the trustees selected seven for funding.10

Building on what has been learned during these planning efforts, the
Foundation is now preparing to fund two major implementation
projects.

What was the reason for focusing on e-journals?  Scholars de-
mand the multiple advantages of this emerging medium, including
reference linking, easy searching across issues and titles, and the
ability to include data sets, simulation, multimedia, and interactive
components in the published articles. In addition to flexibility and
functionality, e-journals have promised lower costs, but this goal has
remained elusive. Major journals are rarely published only in e-for-
mat, and the costs of archiving are unknown. Without trusted elec-
tronic archives, it is unlikely that e-journals can substitute for print
and serve as the copy of record, and so we have a duplicative and
even more costly system—a system we all hope is transitional.11

8 For approaches to these topics, see, for example, Granger (2002), and Cooper
and Garcia-Molina (2001).

9 See, for example, Ekman and Quandt (1999).

10 Copies of the successful proposals are available at http://www.diglib.org/
preserve/ejp.htm. See also Flecker (2001). For another perspective on the
archiving of electronic journals, see Arms (1999).

11 For data on these issues, see, for example, Born and Van Orsdel (2001), and Van
Orsdel and Born (2002).
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Of the seven Foundation-funded planning projects, the Stanford
University project proposed to develop a technology for harvesting
presentation files—the Web-based materials that publishers use to
present journal content to readers—and storing them in a highly dis-
tributed system called LOCKSS, (Lots Of Copies Keeps Stuff Safe).
Five projects engaged in planning for the capture of publishers’
source files, including high quality images and text that is encoded
in the standard generalized markup language (SGML) or the extensi-
ble markup language (XML).12 Three of these explored a publisher-
based approach: Harvard worked with Wiley, Blackwell, and the
University of Chicago Press; the University of Pennsylvania worked
with the Oxford and Cambridge University presses; and Yale part-
nered with Elsevier. The two other projects took a discipline-based
approach: Cornell focused on journals in agriculture, and the New
York Public Library focused on e-journals in the performing arts. In
the seventh project, the Massachusetts Institute of Technology ex-
plored the issues involved in archiving what it saw as a new class of
periodical publication made possible by the digital medium—publi-
cations that it referred to as “dynamic e-journals.” These publications
included CogNET and Columbia International Affairs Online
(CIAO).13

When inviting proposals for these projects, the Foundation asked
applicants to focus on a rather complicated set of objectives. They
were asked to:
• identify publishers with which to work and to begin to develop

specific agreements regarding archival rights and responsibilities
• specify the technical architecture for the archive, perhaps using a

prototype system
• formulate an acquisitions and growth plan
• articulate access policies
• develop methodologies to be used to validate and certify the re-

pository as a trusted archive
• design an organizational model, including staffing requirements

and the long-term funding options, that could be tested and eval-
uated during a setup phase

These were ambitious goals, and the outcomes that the Founda-
tion trustees expected were equally ambitious. They hoped that lead-
ing research institutions, in partnership with specific publishers,

12 In what follows, I distinguish two approaches to archiving: one that focuses on
the capture of presentation files; the other that focuses on source file capture.
Dale Flecker of Harvard University points out, in a personal communication
dated May 30, 2002, that for many publishers, SGML or XML files are not really
source files, but are among a variety of derivative files that are generated during
the publication process. Referring to a “source file approach” to electronic journal
archiving thus may be inaccurate from at least one perspective. I have
nevertheless retained the label because the intent of this group of planning
projects was to identify and capture files that would serve both publishers and
archives as an authoritative source from which e-journal content could be reliably
disseminated to a reader as the technology for representation and display
changed over time.

13 See http://www.cognet.org/ and http://www.ciaonet.org/.
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would develop and share detailed understandings of the require-
ments for setting up and implementing trustworthy archives for
electronic journals; that enabling technology would be developed to
facilitate the archiving process; and that plans would be developed
as competitive proposals designed to secure funding for the imple-
mentation and operation of electronic journal archives.

The planning period has come to an end, and much has been ac-
complished. In this paper, I cannot analyze how each of the projects
succeeded or failed in meeting the ambitious goals and expectations
set for them.14 Instead, I would summarize the findings by noting,
first, that archiving now seems technically feasible using different
approaches: the capture of Web-based presentation files using
LOCKSS and the capture of source files. Second, participating pub-
lishers have come to view archiving their journals as a competitive
advantage. Third, there is an increasingly shared understanding that
an e-journal archive should aim to make it possible to regard e-jour-
nals as publications of record and to persuade publishers and librar-
ies to consider abandoning print. There were other key results, some
of them unexpected. I now turn to a discussion of the most impor-
tant of these, which relate to the economics and organization of digi-
tal preservation.

The Political Economy of Public Goods

In trying to devise next steps, the project teams ran smack into some
of the classic problems of the political economy of public goods—
questions that Robert Frost explored in a much more elegant and art-
ful way. What are the incentives for individuals and institutions to
participate in the provision of a good from which others cannot be
readily excluded from enjoying the benefit? What are the organiza-
tional options? What are sustainable funding plans?

The Task Force on Archiving of Digital Information argued that
the value of digital information rests in what it contributes to our
cultural memory. Because cultural memory is a public good, it fol-
lows that insuring against the possible loss of such memory by the
archiving of digital information would also be a public good. The
joint economic interest of publishers, authors, and the scholarly com-
munity in electronic journals as intellectual property is reason to sug-
gest that archiving them may not be a public good in the strictest
sense of the term. Still, the archiving of digital information has special
properties as a kind of modified public good that demands special
attention.15

14 Each of the institutions that participated in the Mellon Electronic Journal
Archiving Initiative is preparing a final report of its planning project. All reports
should be available by September 2002 at http://www.diglib.org/preserve/
ejp.htm.

15 For a strict definition of a public good, see Baden (1998: 52): “A public good is
one which, if available for anyone, is available for everyone. . . . This suggests
that the good is not easily packaged for sale, and people cannot be excluded from
its consumption. In other words, property rights cannot be readily established for
public goods. A public good is also one whose incremental use does not reduce,
subtract, or consume it.”
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To understand these properties, let us examine the proposition
that archiving is insurance against the loss of information. Is ar-
chiving really like insurance, in the sense of life or fire insurance?
Would a business model for archiving based on an insurance model
induce people to take on responsibility for archiving? If you have fire
insurance and your house burns down, you are protected. If you
have life insurance and you die, your heirs benefit. There is an econ-
omy in these kinds of insurance that induces you to buy. If you fail to
buy, you are simply out of luck; you are excluded from the benefits.
Unfortunately, the insurance model for archiving is imperfect, be-
cause insurance against the loss of information does not enforce the
exclusion principle.16

A special property of archiving is that if one invests in preserv-
ing a body of information and that information is eventually lost to
others who did not take out the insurance policy, the others are not
excluded from the benefits, because the information still survives.
Because free riding is so easy, there is little economic incentive to
take on the problem of digital preservation, and this partly explains
why there has been so little archive building other than that funded
by governments. Potential investors conclude that “it would be bet-
ter for me if someone else paid to solve the archiving problem.” In
fact, one of the defining features of a public good—and think here of
other public goods such as parks or a national defense system—is
that it is difficult and costly to exclude beneficiaries.

The Tragedy of the Commons

Given the huge free-riding problem associated with the maintenance
of public goods, what are the alternatives? Reflecting in part on this
problem, Garrett Hardin in an influential article entitled “The Trage-
dy of the Commons,” despaired of solutions. “Ruin,” he wrote, “is
the destination toward which all men rush, each pursuing his own
interest in a society that believes in the freedom of the commons.
Freedom in a commons brings ruin to all” (1968, 1244). Hardin ech-
oed Thomas Hobbes, who lamented the state of nature, a commons
in which people pursue their own self-interest and lead lives that are
“solitary, poore, nasty, brutish, and short” ([1651] 1934, 65). Remem-
ber the state-of-nature allusion in the Frost parable about preserving
a common resource? To the narrator, the neighbor seems “like an
old-stone savage armed.”

Focused on preserving digital information in 1996, the Task
Force on Digital Archiving echoed both Hobbes and Hardin in writ-

16 There is a substantial literature on the economics of various types of insurance,
which is broadly defined as a mechanism that “mitigates against the influence of
uncertainty” (McCall 1987: 868). For analyses of the problems in creating markets
for insurance, see, for example, Arrow (1963), Pauly (1968), Ehrlich and Becker
(1972), and Hirshleifer and Riley (1979).

There may be great utility in viewing digital preservation in terms of the business
of insurance with its apparatus of risk management and underwriting. Some
preliminary and promising applications of the economics of insurance to the
problems of digital archiving include Lawrence (1999) and Kenney (2002).
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ing that “rapid changes in the means of recording information, in
formats for storage, in operating systems, and in application technol-
ogies threaten to make the life of information in the digital age ‘nas-
ty, brutish, and short’”(Waters and Garrett 1996, 2). One of Hardin’s
solutions to the tragedy of the commons was, like Hobbes’s, to rely
on the leviathan—the coercive power of the government. Certainly,
protection of the common good in the archiving of digital informa-
tion could be achieved by massive government support, perhaps in
combination with philanthropy.

Given these considerations of public goods economics, it is no
accident that so many of the existing archiving projects are govern-
ment funded, and it may be that some forms of archiving can be
achieved only through a business model that is wholly dependent on
government or philanthropic support. Several national governments,
including our own through the agency of the Library of Congress,
are exploring the power of copyright deposit and other mechanisms
for developing digital archives. The National Archives and Records
Administration is financing major archiving research projects with
the San Diego Supercomputer Center and other organizations. Brew-
ster Kahle’s Internet Archive, which has been collecting and storing
periodic snapshots of the publicly accessible Web, is an extraordinary
example of philanthropic investment in digital archiving by someone
who made his fortune in the development of supercomputers.17

Hardin’s other solution to the tragedy of the commons was to
encourage its privatization, trusting in the power of the market to
optimize behavior and preserve the public good. It is not unreason-
able to view congressional extensions of copyright and other mea-
sures to protect the rights of owners as efforts to privatize intellectual
property and entrust its preservation to the self-interest of owners.18

Advocates of author self-archiving articulate a similar trust of self-
interest in the service of the public good.19 Moreover, in the digital
realm, as with other forms of information, the passions and interests
of what Edward Tenner has called “freelance selectors and preserv-
ers” will almost surely result in valuable collections of record (2002,
66). Just as government and philanthropy undoubtedly have a role in
digital archiving, so too will private self-interest. In fact, the Task
Force report suggested that the first (but not last) line of defense in
digital archiving rests with creators, providers, and owners.

Organizational Options

Government control and private interest, however, are unlikely to be
sufficient, or even appropriate in many cases, for preserving the pub-
lic good in digital archiving. Moreover, substantial experimental and

17 See http://www.archive.org/.

18 Whether such extensions are good public policy is the subject of vigorous
debate. See, for example, Lessig (2001) and Vaidhyanathan (2001).

19 See, for example, Harnad (2001).
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field research in the political economy of public goods has shown
Hardin’s pessimism about the prospects of maintaining public goods
to be unwarranted. Case after case compiled since Hardin published
in 1968 demonstrates that groups of people with a common interest
in a shared resource will draw on trust, reciprocity, and reputation to
devise and agree upon rules for and the means of financing the pres-
ervation of the resource.20 The projects that Mellon funded provide
seven more case studies with similar prospects for e-journal archiving.

The Mellon Foundation will undoubtedly continue to pursue its
long-standing philanthropic interest in the preservation of the cultur-
al record as a condition of excellence in higher education. At the
same time, it is looking, as it does in nearly all cases of support, for
ways to promote a self-sustaining, businesslike activity. It seeks to
foster the development of communities of mutual interest around
archiving, help legitimize archiving solutions reached within these
communities, and otherwise stimulate and facilitate community-
based archiving solutions. The premise of the Mellon e-journal
projects was that concern about the lack of solutions can be ad-
dressed only by hard-nosed discussions among stakeholders about
what kinds of division of labor and rights allocations are practical,
economical, and trustworthy.

What about publisher-based archives? The question here is not
whether preservation is in the mission of publishers. As long as their
databases are commercially viable, publishers have a strong interest
in preserving the content—either themselves or through a third par-
ty. Scholarly publishers also have an incentive to contribute in the
interests of their authors, who want their works to endure, be cited,
and serve as building blocks for knowledge. However, the concern
about the viability of publisher-based archives is whether the materi-
al is in a preservable format and can endure outside the cocoon of
the publisher’s proprietary system. One necessary ingredient in a
proof of archivability is the transfer of data out of their native home
into an external archive, and as long as publishers refuse to make
such transfers, this proof cannot be made.

The research libraries of major universities are also interested,
some say by definition, in ensuring that published materials are
maintained over the long term. With regard to the digital archiving
of electronic journals, the libraries in the Mellon projects have gener-
ated several significant technical and organizational breakthroughs.
They demonstrated that digital archiving solutions that meet the
needs of the scholarly community require at least three factors: ex-
treme sensitivity to public goods economics, dramatic efforts to take
advantage of the economies of scale inherent in the technology either
through centralization or a radical distribution of service, and very
low coordination costs in consistently and transparently managing
publisher and user relations. Meeting these requirements within ex-
isting library structures has proved elusive, but in mapping out what

20 See, for example, Ostrom (1990), Bromley (1993), Anderson and Simmons
(1993), Baden and Noonan (1998), and Ostrom (1999).
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these requirements are, some of the most imaginative minds working
in libraries today have blazed trails in the Mellon-sponsored projects
and demonstrated what solutions are likely to succeed in the next
phase of the e-journal initiative.

What Would Be the Economic Model?

One of the surprising findings that the Mellon Foundation has made
in monitoring these projects is that new organizations are likely go-
ing to be necessary to act in the broad interest of the scholarly com-
munity and to mediate the interests of libraries and publishers. But if
some new archival organization (or organizations) were created to
perform the preservation function, what rights and privileges would
they need to be able to sustain the e-journal content? Can ways be
found to apply the exclusion principle in such a manner that it cre-
ates an economy for digital archiving—a scarcity that publishers and
libraries are willing to pay to overcome and that would support the
larger public good? Put another way, what kinds of exclusive bene-
fits can be defined to induce parties to act in the public good and in-
vest in digital archiving?

Access is the key. Over and over again, we have found that one
special privilege that would likely induce investment in digital ar-
chiving would be for the archive to bundle specific and limited
forms of access with its larger and primary responsibility for preser-
vation. User access in some form is needed in any case for an archive
to certify that its content is viable. But extended and complicated
forms of access not only add to the costs of archiving, they also make
publishers very nervous that the archives will in effect compete for
their core business. As a result, the Foundation is now looking to
support models of archival access that serve the public good but that
do not threaten the publishers’ business.

Secondary, noncompeting uses might include aggregating a
broad range of journals in the archive—a number of publications
larger than any single publisher could amass—for data mining and
reflecting the search results to individual publishers’ sites. Another
kind of limited, secondary use might be based on direct access to the
content with “moving walls” of the kind pioneered in JSTOR.21

Much work needs to be done to sort out what the right access model
might be, but it is clear that so-called “dark” archives, in which a
publisher can claim the benefit of preservation but yields no rights of
access, do not serve the public good. They serve only the publisher,
and the Foundation is not willing to support such archives.

Archiving requires agreements. The basic value proposition for dig-
ital archiving that has thus emerged from these projects is this: Pub-
lishers would bear the costs of transferring their content in an ar-
chivable form to a trusted archive and allow a limited but significant
form of access or secondary use as part of the archiving process. Uni-

21 See http://www.jstor.org/about/movingwall.html.
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versities and colleges, through their libraries, would pay for the costs
of preservation in exchange for a specific but limited form of access;
those who do not contribute do not get the access. Given this form of
participation by publishers and universities, e-journal archives
would maintain the content over time. This bargain would have to
be cemented organizationally and legally in the form of appropriate
licenses that define in detail what content is archived, the responsi-
bilities of the parties, and the conditions of use.

Priming the Pump

To prime the pump for such self-sustaining, community-based solu-
tions for the archiving of scholarly electronic journals, the Founda-
tion is now focused on developing support for the two approaches
explored in the planning process just concluded, namely, preserving
presentation files using LOCKSS and preserving source files.

Preserving presentation files with LOCKSS. In the LOCKSS system,
a low-cost Web crawler is used for systematically capturing presenta-
tion files. Publishers allow the files to be copied and stored in Web
caches that are widely distributed but highly protected. The caches
communicate with each other through a secure protocol, checking
each other to see whether files are damaged or lost and repairing any
damage that occurs. Caching institutions have the right to display
requested files to those who are licensed to access them if the pub-
lisher’s site is unavailable and to provide the local licensed commu-
nity the ability to search the aggregated files collected in the institu-
tional cache.

During the next phase of development, the key issues for the
LOCKSS system are to separate the underlying technology from its
application as an e-journal archiving tool; explore ways of ensuring
the completeness and quality of e-journal content on acquisition and
of managing the content as bibliographic entities rather than simply
as Web-addressed files; expand the coverage of journals; maintain
the LOCKSS software; and identify strategies for migrating the e-
journal content. To help undertake and finance these tasks, Stanford
has identified a variety of partners and is planning the development
of a LOCKSS consortium.

Preserving source files. The source file capture approach requires
that publishers be able to present, or “push,” files in a normalized
form to the e-journal archive. The question of cost in this approach
turns, at least initially, on how many output formats a publisher
must produce and how many an archive must support from different
publishers. During the course of its project, Harvard commissioned a
consultant’s report to determine the feasibility of developing a stan-
dard archival interchange document type definition (DTD) that
would dramatically reduce this complexity (Inera 2001). The report
suggests that it is possible to produce such a DTD without reducing
content to the lowest common denominator, sacrificing substantial
functionality and appearance, or avoiding attention to extended
character sets, mathematical symbols, tables, and other features of
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online documents. The planning projects also made significant
progress in specifying both the tools needed to transfer, or “ingest,”
e-journal content into the archive and a workflow for managing con-
tent quality control. License agreements were also outlined that be-
gan to converge on the concepts of “moving walls” and other limited
rights of user access.

What are the next steps for developing the source file capture
approach? The cost and scale of archiving source files suggest the
need for a coordinated and collaborative approach for shaping the
agreements with publishers, developing the underlying archival re-
pository, and creating operational procedures for transferring con-
tent from publisher to archive. One approach that the Foundation is
considering would be to channel the expertise and energy developed
in these projects through a not-for-profit entity that is either part of
JSTOR or related to it. Such an entity would be expected to assume
archiving responsibility for a substantial subset of the electronic jour-
nal literature for the academic community and would require invest-
ment by the university community to obtain the benefits of second-
ary access rights that the archive would provide and that would not
compete with the core business of the publishers. This is not to say
that the business model and terms of participation that currently ex-
ist at JSTOR are a perfect fit for electronic archiving, but rather that a
lean, entrepreneurial, mission-driven organization such as JSTOR,
which is positioned at the nexus of publishers, libraries, and schol-
ars, is well situated to take the development of the archive to the
next step.22 As the new organization begins to take shape, the Foun-
dation expects to involve the participants from the planning projects,
to incorporate the specific breakthroughs each participant has made,
and to think about the specific models of access and cost recovery
that would be necessary to preserve and sustain electronic journal
content for the common good of the scholarly community.

These two approaches are very different. Although experience
might later tell us that one approach is better suited than the other
for certain kinds of materials, it would not be useful now to think of
them as competing approaches. We have to get used to the idea that
overlapping and redundant archiving solutions under the control of
different organizations with different interests and motives in collect-
ing offer the best hope for preserving digital materials. We currently
have no operating archives for electronic journals. It would be unwise
at the outset to expect that only one approach would be sufficient.

Moreover, these different approaches suggest a natural layering
of functions and interfaces from the repository layer to access servic-
es. Given such points of interaction, specialization and division of
labor are possible that could result in real economies. If there are
economies of scale in the LOCKSS system, for example, some func-
tions could be more centralized in what was conceived as a highly

22 JSTOR has developed significant expertise in the archiving of electronic
journals that could be greatly leveraged. See Guthrie (2001). For a further account
of JSTOR’s archiving activities, see the presentation by Eileen Fenton at http://
www.jstor.org/about/e.archive.ppt.
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decentralized system. Conversely, source file capture could make
greater use of distributed storage. Possibilities exist for even further
development. Files aggregated in the archives across publishers
could serve secondary abstract and indexing publishers as a single
source, not only saving them from going to each and every publisher
for the texts to index but also enabling them to use computational
linguistic and other modern techniques to improve their products.
Source files might also be “born archival” at the publisher and de-
posited in the archive, from which they might then serve as the mas-
ters for the derivative published files that the publisher creates for its
different markets. These latter possibilities are not likely to emerge
immediately, mainly because they would require intense negotiation
among the interested parties;  however, they are suggestive of how a
thoughtful, entrepreneurial, community-based approach to ar-
chiving might add incremental improvements that would actually
lead to more dramatic transformations of the system of scholarly
communications.

Broader Context and Conclusions

The approaches to e-journal archiving that the Foundation and its
partners are now considering would have to be formulated in the
context of a much broader array of solutions for the archiving of dig-
ital information. An especially important part of this larger context is
the development of local institutional archives for the variety of
scholarly digital materials that members of each college or university
community create but have little means of maintaining over time.
The basis for what appears in scholarly journals will undoubtedly be
found in data sets and other supporting materials at the authors’
home institutions. In addition, a range of archival solutions needs to
be developed for the much broader array of digital content in the
form of newspapers, popular periodicals, music, video, scientific
data sets, and other digital content that the cultural and scholarly
community deems important for long-term preservation.

Another element in the larger context, and a critical impediment
for digital archiving that arises again and again, is the legal regime
governing intellectual property. There is now considerable confusion
among policy makers in the United States about how the protections
that have been afforded to owners of intellectual property in the dig-
ital age should serve to advance the higher goal established in the
U.S. Constitution of promoting “the progress of science and useful
arts.”23  For print materials, special exemptions have been built into
the copyright law for preservation activities.24  It may be too early to
formulate specific exemptions that would apply to digital informa-
tion. However, instead of waiting indefinitely for the policy confu-
sion to be resolved, one step forward may be to begin to articulate

23 U.S. Constitution, Article 1, Section 8, Clause 8.

24 U.S. Code, Title 17, Section 108.
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“safe harbor” principles about intellectual property rights that could
form the basis of digital archiving agreements among interested par-
ties. In building JSTOR and ArtSTOR, the Foundation has found that
content owners are much more comfortable with agreements that
limit uses of intellectual property to not-for-profit educational pur-
poses than they are with agreements that leave open the possibility
of creating competing commercial profit-making access to the prop-
erty. Lawrence Lessig has also recently argued for the utility of the
distinction between not-for-profit educational uses and other kinds
of uses of intellectual property (2001, 249-261). Because educational
use is certainly consistent with the Constitutional mandate for intel-
lectual property law in the United States to promote “the progress of
science and useful arts,” perhaps it is time to build a safe-harbor
framework for digital archiving on just such a distinction.

It is on this point that we come back to Robert Frost’s preserva-
tion parable. I suggested earlier that what makes good neighbors
may not be simply a boundary. Rather what makes good neighbors
is the very act of keeping good the common resource between
them—the act of making and taking the time together to preserve
and mend the resource. So too it is with digital archiving.

In the context of an array of factors relating to many kinds of
digital materials, the lessons of the Mellon planning projects are
clear. Relevant stakeholders—scholars, publishers, and research li-
braries—can frame the archiving problem very concretely as a prob-
lem of technical, organizational, and economic development. Two
options are being actively explored as a result. The first, LOCKSS,
appears to be a relatively inexpensive solution, but caution is needed
because the system may not be capturing files in the best long-term
format. The second option, source file capture, is likely to be more
expensive but promises to support the most durable archive. Framed
in this way, using a variety of approaches, digital archiving, for elec-
tronic journals at least, seems achievable as what one might call a
modified public good.

There are many dimensions to the good to be achieved, but two
merit special mentioning. On the one hand, there is the joining to-
gether by scholars and the agents of education—universities, librar-
ies, scholarly societies, and publishers—in serving the common inter-
est of future scholarship by keeping good, or preserving, the digital
resources now being created. On the other hand, there is the research
and learning thereby made possible, which are the indelible marks of
a good scholar. In other words, good archives make good scholars. If
we accept the proposition that a free society depends on an educated
citizenry, it is not a great leap of logic to conclude further that good
archives make good citizens.
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